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Abstract. The artificial neural network has several training functions that can speed up the training process of the
standard backpropagation algorithm. Therefore, the purpose of this research is to evaluate the scaled conjugate gradient
algorithm's capability and performance, which develops the training function of standard backpropagation to solve
computational problems. The dataset used in this paper uses quantitative data from exporuala of jewelry and valuable
goods by the leading destination country, which is processed from documents customs of lheaireclomle General of
Customs and Excise (PEB and PIB) and quoted from the Indonesian Statistical Publication. A network architecture
axlel will be formed and determined based on this data, including 7-7-1, 7-14-1, and 7-21-1. Based on these three
maodels after training and testing, the results show that the model with the best performance and accuracy is 7-14-1 with a
performance value of 0.()&fl 18426, the lowest among the three other models and an accuracy of 90.9% (higher than the
two models other). So it can be concluded that the SCG algorithm with the 7-14-1 model can be used to solve
computational problems, as evidenced by the best performance and accuracy values.
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INTRODUCTION

Computing is described as the process of deriving solutions to issues from input data via the use of algorithms
[1]. This is called computational theory, a subfield of mathematics and computer science. Thousands of years ago,
calculations and computations were mainly performed using pen and paper, chalk and slate, or mentally,
occasionally with the assistance (el table. However, computers have been used to perform a large amount of
computation in the modern era [2]. In practical use, it usually applies computer simulations or various other forms of
computing to solve problems in various scientific fields. Still, it is also used to find fundamental new principles in
science in its development. This field is different from computer science, which studies computing, computers, and
data processing. Additionally, this discipline is distinct from theory and experiment, which are considered classic
types of science and scientific endeavor [3]. In the natural sciences, computational science can bring new insights by
utilizing mathematical models embedded in computer programs that are built on established theoretical foundations
to tackle real-world issues [4]. The computation proposed in this paper uses ANN or Machine learning Algorithm
SCG. The discussion is devoted to looking at the ability or performance of the algorithm to compute data in




determining the best model that can be used for forecasting problems. SCG has an advantage over other conjugate
gradient algorithms (Fletcher-Reeves, Polak-Ribiere, and Powell-Beale), namely that each iteration does not search
by row. Based on the row search, all training inputs from the network response are calculated several times for each
lookup, thus requiring a long computational time. So, to avoid long queues that take up searching time, the SCG
algorithm is used. SCG is fully automated and is a supervised algorithm. This means that critical user-depend
parameters are not included, which is much faster than Levenberg Backpropagation. This algorithm can be used on
any dataset, if the input, transfer function, and weights of the given dataset hzie derivative functions [5-9].

Several related studies are the background of this research, including The use of the SCG algorithm in the
network to train sample features quickly without other parameters such as learning speed for Raling Machine Fault
Diagnosis. This study uses three methods: the segmentation method to increase extraction, the augmentati()raleth()d
to increase the number of samples, and SCG to accelerate learning. The result is that the way obtains superior
performance for feature leaming and classification [10]. The following study modified the SCG method with a non-
convex objective function for large-scale optimization without C()nslralinlssed on the proposed method emerges
an extraordinary feature that has global convergence on the aim function even without convexity assumption. The
numerical results show that the new modification based on the proposed research of SCG is efficient [11]. The
following research is to detect and diagnose breast cancer using SCG and Advanced Deep Learning Algorithm. How
accurate is the method for detecting bre;l cancer? The proposed layered neural network in the form of a model uses
this algorithm to perform an optimal classification of cancer cells by considering several appropriate parameters.
Findings: The classified cancer cells were then evaluated using the pmysed algorithm with the designed layered
neural network model. After the model training model is successful, the model classifies cancer as benign (2) or
malignant (4). Based on the proposed method, eleven input pmnelers have been taken for the better calculation.
classification of artificial neural network patterns based on performance analysis of the proposed SCG model
optimization technique was carried out by taking 699 data and classified as benign [12].

Based on related descriptions from previous studies, this article will examine the SCG algorithm's performance
in solving computational issues, which will later produce predictive models, especially for export data of jewelry
and valuable goods by the leading destination ccmry. This dataset is only used to aid in the verification and process
of measuring the algorithm's performance. The purpose of this study is to determine the accuracy and
implementation of the algorithm in finding the best results to solve forecasting (prediction) problems.

RESEARCH METHODS

Research Materials

The dataset used in this paper uses quantitative data, in the form ofexp()rlnta of jewelry and valuable goods by
the leading destination country, which is processed from documents customs of the Direﬂ)rate General of Customs
and Excise (PEB and PIB) and quoted from the Indonesian Statistical Publication, which can be seen in table 1 [13].

TABLE 1. Exports of Jewelry and Valuables by Main Destination Countries, 2012-2020 (Tons)

No _ Country of Destination 2012 2013 2014 2015 2016 2017 2018 2019 2020
1 Switzerland 19 3.2 33 26.3 54.1 290 13.5 5.6 59
2 Singapore 1103 1242 1298 1364 1204 1027 1397 1056 1194
3 Hong Kong 8.6 10,6 47.1 76.8 838 595 87.6 795 16.3
4 UEA 25 0.8 12.1 89 8.1 9.8 6.3 5.1 22
5  South Africa 4.0 9.0 30.6 11.6 126 4.0 6.5 2.7 2.7
6 Taiwan 14 0.5 10.1 245 39 1.1 0.2 0.1 1.5
7 USA 1427 153.0 187.8 2260 2096 1577 244.1 215.1 1727
8  India 18.7 0.9 1.6 16.9 8.6 33 46.6 0.4 0.1
9 Australia 183 292 425 30.5 332 306 28.6 17.2 20.2
10 Ttaly 189 26.7 306 323 366 356 249 14.2 12.2
11 Other 4266.7 4409 4385 3788 6444 488.1 4354 3795 2618
Research Stages

The stages of the research were carried out to achieve the research objectives which can be seen in figure 1.
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FIGURE 1. General Research Method Flowchart

Based on Figure 1, it can be explained that the first step taken from the researlelge is to collect the research
dataset (table 1). Theaexl step is to separate the research dataset into two groups: training and testing data. The next
stage 1s to normalize the training and testing data using the ecmi()n formula (1) [14-21].

x'= 2240 (1
Where : BB is the result of data that has been normalized, 0.8 and 0.1 are the default values of the normalization
formula, x 1s the data to be n(milizcd, a is the lowest value of the dataset, and b is the highest value of the dataset.
Furthermore, the normalized training data is entered into the Matlab 2011b application for processing, creating a
multi-layer neural network (training data input). Next is the application of the SCG algorithm. The creation of this
multi-layer neural network uses the tansig and logsig functions. Next is to initialize the network parameters based on
the training function (trainscg). Then enter the command to carry out the training process and see the results when
performance is found. If the training results reach convergence, it will continue to enter the normalized test data. But
if the training results have not reached convergence, return to the initialization stage of network parameters. The
next stage is followed by a simulation of test data based on the training results. If everything has been done, the final
step 1s to evaluate the best architectural model based on the lowest (small) Performance/MSE test and based on the
best accuracy.

RESULTS AND DISCUSSION

Normalization and Data Processing
The study dataset in Table 1 must be normalized using the followingffJuation (1) so that a value is obtained
between O to 1. The training data is based on data for 2012-2018 (N1-X7) with a training target of 2019 (A1), while
the test data is based on 2013-2019 data (N8-N14) and test leu of 2020 (A2). The data analysis process using
Microsoft Excel and Matlab 2011b, with the SCG algorithm. The network architecture that will be used for the
training process in this research is 7-7-1, 7-14-1, and 7-21-1 (7 is the input layer, 7, 14, and 21 is the hidden layer
with 7, 14, and 21 neurons, 1 is the output layer).




Based (mm analysis of training and testing that has been done, the best network architecture model i1s 7-14-1.
The results of training and testing can be seen in table 2.

TABLE 2. Training Data

Target Epoch 138

No N1 N2 N3 N4 N5 N6 N7 (AD) Real Mistake SSE
1 01003 01006 0,006 0,1049 0,1101 0,1054 0,1025 0,1010 0,1027 -0,0017 0000002785
2 01207 0,1233 0,1243 0,1256 0,1226 0,1192 0,1262 0,1198 0.,1196 0,0002 0000000033
3 0,10l6 0,1020 0,1088 0,1144 0,1157 0,1111 0,1164 0,1149 0,1143 00006 0000000345
4 0,005 0,1001 0,023 0,017 0,015 0,1018 0,1012 0,1009 0,0987 0,0022 0000005006
5 0,1007 0,1017 0,1057 0,1022 0,1023 0,1007 0,1012 0,1005 0,1005 00000 0000000000
6 0,1002 0,1001 0,1019 0,1046 0,1007 0,1002 0,1000 0,1000 0,1000 00000 0000000000
7 01267 0,1287 0,1352 0,1424 0.,1393 0,1296 0,1458 0,1403 0.,1404 -0,0001 0000000008
8§ 0,1035 0,1002 0,1003 0,1032 0,016 0,1006 0,1087 0,1001 0,1004 -0,0003 0000000118
9 0,1034 0,1055 0,1080 0,1057 0,062 0,1057 0,1053 0,1032 0,1036 -0,0004 0000000155
10 0,1035 0,1050 0,1057 01060 0,1068 0,1067 0,1047 0,1026 0,1032 -0,0006 0000000309
11 09000 0,827 0,1822 0,1710 02208 0,1915 0,816 0,1711 0,1711 0,0000 0000000001

Sum SSE 0000008761

Perf/ MSE 0,000000796

TABLE 3. Testing Data

X N§ N9 N10 N11 N12 NI13 NI14 Target(A2) Real Mistake SSE Hasil
1 011006 0,1006 0,1049 0,1101 0,1054 0,1025 0,1010 0,1011 0,1057 -0,0046 0,000021275 1
2 01233 0,1243 0,1256 0,11226 0,1192 0,1262 0,1198 0,1224 0,1134 0,0090 0,000080445 1
3 01020 0,1088 0.1144 0,1157 0,1111 0,1164 0,1149 0,1030 0,1110 -0,0080 0,000063401 1
40,1001 0,1023 0,1017 0,015 0,1018 0,1012 0,1009 0,1004 00995 0,0009 0,000000799 1
5 0,017 0,1057 0,1022 0,1023 0,1007 0,1012 0,1005 0,1005 0,1010 -0,0005 0,000000263 1
6 0,001 0,1019 0,1046 0,1007 0,1002 0,1000 0,1000 0,1003 00992 0,0011 0,000001129 1
7 01287 0,1352 0.1424 0,1393 0,1296 0,1458 0,1403 0,1324 0,1395 -0,0071 0,000050937 1
8§ 0,002 0,1003 0,1032 0,016 0,1006 0,1087 0,1001 0,1000 00970 0,0030 0,000009000 1
9 0,1055 0,1080 0,1057 0,1062 0,1057 0,1053 0,1032 0,1038 0,1038 0,0000 0,000000001 1
10 0,1050 0,1057 0,1060 0,1068 0,1067 0,1047 0,1026 0,1023 0,1043 -0,0020 0,000004126 1
11 0,1827 0,1822 0,710 02208 0,1915 0,1816 0,1711 0,1491 00392 0,1099 0012071311 O

Sum SSE 0,012302685
Perf / MSE 0,001118426

90,9%

Table 2 and Table 3 are the best results from the SCG algorithm which is entered into the Matlab application which
is then checked again for validity using Ms. Excel. The actual value is obtained from the output of training and
testing results. The Mistake value is obtained from the calculation of Target (A) - Actual. The SSE value is obtained
based on the calculation of Mistake® 2. The number of SSE is obtained from the sum of the overall SSE values.
Meanwhile, the Performance/MSE value is obtained from the Total SSE/11 (11 is the number of data records). The
results are obtained based on the reference from the mistake value, if the Mistake value is <= 0.01 then it produces a
value of 1, if not then it produces a value of 0. Accuracy of 90.9% is obtained from the number of results/11%100.
Based on the results of training and testing between the Matlab application and Ms Excel, it turned out to be valid.

Comparison of Algorithm Results

The comparison of the results of the SCG algorithm using the 7-7-1, 7-14-1, and 7-21-1 network architecture models
can be seen in table 4.

TABLE 4. Comparison of SCG Algorithm Results
. Training Transfer Epoch MSE MSE Testing /
Algorithm Model Function Function (Iteration) Training Performance
Scaled 7-7-1 trainscg tansig, logsig 157 0.,000000220 0001437091 63.6%
Conjugate 7-14-1 trainscg tansig, logsig 138 0,000000796 0001118426 90.9%

Accuracy




. Training Transfer Epoch MSE MSE Testing /
Algorithm Model Function Function (Iteration) Training Performance Accuracy
Gradient 7-21-1 trainscg tansig, logsig 386 0.,000000015 0003109785 T2.7%

While the comparison graph using the 7-7-1,7-14-1, and 7-21-1 network architecture models can be seen in Figure
2.

Epoch (Iteration) MSE Testing / Performance
0,003109785
v/ 386

0001437091
0,001118426

157 o .

trainscg trainscg trainscg trainscg trainscg trainscg
7-7-1 7-14-1 7-211 771 7-14-1 7-21-1
Scaled Conjugate Gradient Scaled Conjugate Gradient
Accuracy
90,9%
63,6% 72.7%
trainscg trainscg trainscg
7-7-1 7-14-1 7-21-1
Scaled Conjugate Gradient

FIGURE 2. Comparison Chart

Balal on table 4 and figure 2, the comparison of each model used with the SCG algorithm (trainscg) can be seen. 7-
14-1 architectural model is the best compared to other architectural models. The resulting epoch is 138 iterations, the
value of MSE Testing (Performance) is 0.001118426, and the highest accuracy compared to other models (90.9%).
When viewed from the MSE Training, the 7-21-1 architectural model is better, but it is not stable when tested.
Another reason that makes the 7-14-1 architectural model chosen as the best model is the consistency and stability
of the computations during the training and testing process.

CONCLUSIONS

It can be concluded in accordance with the aims and objectives of the study, that the SCG Algorithm can be used
to solve computational problems because the training time to achieve convergence is not too long and the resulting
performance is quite good. This is based on the analysis that the SCG Algorithm (trainscg) produces not too many
iterations, a low Performance / MSE test value and a high level of accuracy.
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