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Abstract— Text classification, almost all types of documents
have been thoroughly studied in previous studies, but there is
still little research for news categorization. It frequently suffers
from ambiguity as a result of the different categories that fit
and the poor dependability performance of most classification
methods utilized, resulting in low efficiency. Most of the text
classification tasks still use traditional Machine Learning
algorithms. However, Machine Learning has weaknesses in
training large-scale datasets and data sparseness often occurs
from short texts. This study proposes a Hybrid model
consisting of two models, namely the news classification model
and the outlier detection model. Outlier detection is closely
related to the text classification process. The news classification
model using a combination of Long Short-Term Memory
(LSTM)-Convolutional Neural Network (CNN, or ConvNet)
and outlier classifier modellis intended to predict which news is
an outlier or not using a decision free algorithm. The datasets
used to train the model are AGNews and BB(| News. The
results of experiments conducted on two datasets: AGGNews has
an accuracy of 0.91 with a ROC Curve Score of 0.97 and BBC
News has an accuracy value of 0.86 with anf ROC Curve Score
of 0.96. The LSTM-CNN hybrid model hasl excellent accuracy
and AUC-ROC curve scores. As for the outlier classifier model,
it can determine whether a news item is an| outlier news or not
with accuracy obtained 0.71 on BBC News and (.92 on
AGNews with the AUC-ROC curve score reaching 0.8 - 0.9,

Keywords—news article classification; hybrid model; outlier
detection; ROC curve

I INTRODUCTION

Digital news, often known as online news, is a type of
modern news in which editorial information is provided
over the Internet rather than through print or broadcast.
Errors in grouping/classifying news might arise when using
news or information from internet news sources. For
example, news is categorized in the infotainment category,
while based on the content of the news or the words
contained in it, the news should be categorized in the
politics category. Journalists and news monitoring
companies [111(:(]1;1bv monitoring companies) often face
problems identifying topics in a very large number of news
articles around the world [1]. Errors in categorizing or
classifying information/news can also occur because the
method used is still manually by reading the entire article to
find the main topic. This method requires large resources
and requires the reader's ability to extract the topic of a
news/information document [2]. This fact shows that there
is a discrepancy between the news category (or context) and
the news content, or the meaning discussed or the news

topic (as content) in categorizing or classifying news.
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The increase in online news makes it difficult for
internet users to access the content they are interested in, so
it is necessary to classify news (text) so that it is easily
accessible [3][4]. Coupled with the ever-growing volume of
news corpus on the World Wide Web (WWW), it also
creates problems in text classification, especially news
article classification [5]. The categorization of news items
frequently suffers from ambiguity as a consequence of the
different categories that fit and the poor dependability
performance of the majority of classification methods
utilized, resulting in low efficiency [6]. Because human
effort is no longer effective, automatic (text)
categorization must be created. People will not be prompted
to think about which category the news belongs to if it is
done automatically [2][7][8]. The capacity to categorize
texts (news) into specific categories is extremely beneficial
in  dealing with information overload [9]. Text
categorization is the process of assigning content-based
labels to documents, which can be single-label (one text to
one label) or multi-label (one text to several labels) [10].
Multilabel text classification is a task that involves
categorizing text into one or more groups [11][12].

news

The Recurrent Neural Network (RNNrecurring )'s nature
makes it well adapted for processing text with long
variables, making it one of the most prominent architectu |'cj
in Natural Language Processing (NLP) [11]. Meanwhile, th
LSTM was created to overcome the gradient bursting and
disappearing difficulties that often occur while training
standard RNNs. Classification of online news texts using
LSTM in this study because the LSTM structure is a full
series or cannot be cut where the structure of the text
document, if cut, would affect the meaning of the phrase.
Before categorizing the text, the usage of word embedding
will be an input feature in the LSTM. Aside from
RNN/LSTM, CNN has shown remarkable achievements in
the field of natural language processing. To get strong
results in topic classification and semantic analysis, CNN
can be integrated with word vectors [13]. The CNN input
matrix retrieves just the word vector matrix from the word
detail level and ignores the overall semantic feature
expression from the text breakdown level, resulting in an
inadequate representation of text features and potentially
affecting text classification accuracy [14].

This study will look at how an extracted summary of the
text (news content) and context (similarity] of words and
connections  between words) might assist readers or
consumption models filter vital information from the text
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when classifying online news in English. The word
embedding method is used to represent words in vector

space in content-based and context-based representations. .
The methods used in content-based representation are Latent
Semantic  Analysis (LSA) and  Singular  Value
Decomposition  (SVD), while for  context-based
representation, the technique used is Word2Vec. In addition

to the classification performance of news articles, outlier
detection is also the focus of this research. Because outlier
detection is very closely related to the text classification

process [15]. Outliers are abnormal patterns or events that

do not match the expected events or patterns [16]. Outlier
detection 15 used to detect news that does not fit the category
of news articles. The findings of the study are meant to be
utilized by news management organizations on online news
portals to filter outlier news items (dc\mtmn‘- alsefiiods)
that are discovered more, automated
news/information categorization is crucial for dealing with
multi-label news articles on internet sites [9].

II. RELATED WORKS

Previous scholars have conducted text classification study in .
accordance with the method of classifying texts or online
news, such as:

. Slciljnel al [17] used the RCV1 dataset to assess
presentation text (i.e. GloVe, word2vec, and fastTex)
using a mixture of classification models (ie.
fastText, XGBoost, SWVM, and CNN) for hierarchical
text categorization (HTC). According to the study
results, FastText is a classification approach that
produces extremely good results as W(m.1 embedding,
despite the fact that the amount of data'presented is
quite minimal. Precision, recall, and F1 values are
0.920,0922, and 0.920, respectively.

o Researchers [18] tested the word2vec and doc2vec
features on a clinical text classification task and
compared the results to the classic bag-of-words .
(BOW) feature. Learning reveals that the word2vec
feature outperforms the BOW-1-gram feature. In
combination sets bigger than six modalities
(Acupuncture, Biofeedback, Guided Imagery,
Meditation, Tai-Chi, and Yoga), BOW-12-gram
performs better, with an AUC value of 091 and an
accuracy of 0.85. Imagery that is guided. Meanwhile,
in the smaller individual modality set, word2vec
outperforms, with AUC values ranging from 0.80 to
0.93 and accuracy ranging from 0.82-086. The
information utilized by Veterans Affairs (VA)
electronic medical records (EMR) is housed in the
Veterans Administration Informatics and Computing
Infrastructure (VINCI) database.

e The study includes the LSTM2 model for document
categorization, which includes rchSTMi for adaptive
data representation and rekaSTMi fdr integrated
learning ranking. In 1'chST]\-1Lthc s E,rv-hEH'LSTM
is used to examine documbnt represcntation by .
introducing label documents) When the semantics are
coherent with and conform to LSTM sequential
learning, the semantic tree is utilized to reorder the
order of document labels in rankL.STM). The word
embedding is BoW, and the dataset comeés from Bio
(10C), email, and News. In document classification
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tasks, the model produces F1 Measure outcomes of
less than 75% [19].

The researcher suggests combining the word2vec
neural network model and the Latent Dirichlet
Allocation (LDA) ducumen[l topic model to create a
text feature. The matrix medel is-represented by
Word2Vec and LDA | Text classification studies were
carried out after the'feature matrix was fed into a
cun\-'nluliunall| neural network (CNN) for convolution
pooling. The'Sogou Corpus Text Classification Lab
provided the experimental data, which included
8,000 papers from sports, military, tourism, finance,
IT, real estate, education, and entertainment, as well
as eight categories of 1000 experiments. The
experimental findings reveal that the suggested
matrix model outperforms the standard text
classification methods based on word2vec and CNN.
The recall rate and F1 of the three evaluation
indicators rose by 8.4%, 89%. and 84%,
respectively, at the level of text classification
accuracy [14].

The author proposes a weighted word2vec model for
emotion classification that integrates an Attention
mechanism into the Long-Short Term Memory
(LSTM) mudl The weight matrix is utilized with
TFIDF to produce the LSTM input after word2vec
encodes the text information mto the word vector.
English and Chinese data were used in the analysis.
The English dataset consists of 25,0001 movie data
points from IMDB, each comprising 121500 positive
and negative text values. The Chinese dataset, which
comprises 6000 words and 3,000 positive and
negative evaluations, was constructed from hotel
review corpora (Chn Senti Corp.). According to the
testing data, this approach has an| accuracy, recall,
and F1 measure of 0.87 [20].

Following study [19] looked on 1elbc|lembcdding for
text representationf and suggested a label-embedding
attentive model. The approach embeds words and
labels in the same merged space and assesses the
compatibility of word-label pairings in order to
address document representation. The learning
system was evaluated on 5 datasets and clinical text
apps (AGNews, Yelp Review Full, Yelp Review
Polarity, DBPedia, and Yahoo! Answers Topic). The
investigation's  findings demonstrate that the
suggested LEAM (Label-Embedding Attentive
Model) approach has much reduced computing costs
and outperforms CNN, LSTM, Simple Word
Embeddings-based Models (SWEM), and bi-
directional blocks. nul\,\m'}iauf self-attention (Bi-
BloSAN)| Predictive perforntance is as follows [21],
with F1 afhd micro mean areas of 0.91 and 0.88 under
the ROC (AUC) cur\-'ci. and precision at n (P@n) of
061.

By taking into account the combined weighting
factors of grammatical categories and high frequency
topic terms, the researchers developed a short text
categorization approach based on word vectors and
the suggested LDA topic model. Gibbs sampling is
employed in this approach to train the LDA topic
model depending on the weight of the segment of
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speech. The model is tested with the word vector
Wor2vec and vectorized with high-frequency themes.
The ex-tend text function is then tested. The SVM
algorithm was used to classify the expanded short
text after increasing the feature, and the classification
results were assessed using Precision (83.6), FI-
score (84.4), and recall (84.4). (85.4). The dataset is .
generated from Sogou Lab's news corpus, which has
6._(}(}(1' titles extracted and classified into six
categbries: - -computer, health, sports, tourism,
education, and military. Each field comprises 1000
articles of fewer than 200 words that are text data
brief [22].

Researchers propose a novel topic-based skip-gran
neural language model to investigate topic-bas
word embedding for indexing biomedical literatu
with CNN. Topic-based skip-grams combine textual
material with topic models such as Latent Dirichlet
Allocation (LDA) to capture topic-based exact word
connections and then incorporate them into
distribute word embedding  learning. The
combinatidn - of - topic-based Skip-grams  with
multimodal] CNN architecture outperforms advanced
approaches! “in indexing biomedical literature,
annotating clinical records, and general textual .
dataset categorization. The F1 score of 82.7% was
used to assess the model's performance [23].

This work introduces a novel active learning strategy
for text classification. The primary objective of
active learning is to decrease labeling effort while
maintaining classification accuracy by intelligently
selecting which samples to label. The recommended
technique chooses an informative sample set based
on the posterior probability provided by a sequence
of multi-class SVM classifiers, which is subsequently
manually labeled by an expert] The datasets used are
from the text category (TC),! namely the Reuters-
21578 document (R8), the 20ng dataset, and the
WebKB collection. TFIDF implements worn
embedding. The accuracy of each dataset varies: R
(83.33%). 20ng (43.79%), and WebKB (53.77%)
[24]. .
The study examined four well-known news
categorization algorithms: Nave Bayes, SVM,
Random Forest, and MLP Classifier. Because of its
homogeneity, Nave Bayes is likely to be a superior
way to serve as a text categorization model than
other approaches. This research provides a news
classification comparing four classifiers in which
numerous different forms of news such as business
and finance, sports, politics and policy, criminal
justice, and health have been categorized [3].

The researchers assessed the performance of the
categorization system using the Scopus dataset. The
two challenges that affect performance in different
methods ilLtcxt classification are classification and
feature extraction from documents utilizing the
derived features. The performance of classification .
algorithms such as Nave Bayes (NB) and K-Nearest
Neighbor (K-NN) improves when Bayesian boost
and bagging are used. To increase the performance of
the text classification algorithm, data preparation and
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cleaning methods are applied to the selected data set,
and class imbalance concerns are investigated. Nave
Bayes has an overall accuracy of 71.11%, whereas
KNN has an accuracy of 78.67%. The experimental
findings demonstrate that KNN outperforms NB.
[25].

Researchers investigated the best method for
automatically classifying news items in Indonesian.
The dataset was obtained from
www .cnnindonesiacom using web crawling. The
document is first subjected to several Text
Preprocessing methods (such as Lemmatization and
Stopwords Removal), followed by feature selection
algorithms (such as the TF-IDF and SVD algorithms)
and classification algorithms for Multinomial Nave
ﬁaycs, Multivariate Bernoulli Nave Bayes, and
Support Vector l‘v*IalchincLAccm'ding to the findings
of the tests, the combmation of TF-IDF and
Multinomial Nave Bayes Classifier produces the best
results when compared to other algorithms, with a
precision of 0.9841519 and a recall of 0.9840000.
P]'m'iuu.\L comparable  study that  classified
Indonesitin-language news stories with an accuracy
of 85% was surpassed by the findings) [2].

The researcher assesses the accuracy' and efficiency
of Kolmogorov Complexity Distance Measure
(KCDM) and Artificial Neural Network (ANN)
computing time for large-dimensional news article
categorization  issues.  British  Broadcasting
Corporation (BBC) News utilized this dataset. The
dataset contains 2225 news stories divided into five
categories: politics (417), sports (511), entertainment
(380), education and technology (401), and business
(401). (510). After tokenization and stop-word
deletion, Porter's technique was used for word
stemming, and Normalized Term Frequency-Inverse
Document Frequency (NTF-IDF) was employed for
feature extraction. The experimental findings reveal
that ANN outperforms KCDM in terms of accuracy
while KCDM outperforms ANN in terms of
computational time efficiency [5].

Researchers [26] address the challenges of the text
categorization process. The experiment was done out
with the RNN+LSTM+GRU model implemented.
This model is pitted against RCNN+LSTM and
RNN+GRU. The GloVe dataset was used to test the
models. The accuracy and recall of the models were
evaluated. The F1 score was used to compare the two
models' performance. The hybrid RNN model has
three LSTM layers and two GRU layers, whereas the
RCNN model includes four convolution layers and
four LSTM levels and the RNN model includes four
GRU layers. The weighted average for the hybrid
RNN model was 0.74, 0.69 for RCNN+LSTM, and
0.77 for RNN+GRU. The RNN+LSTM+GRU model
has poor accuracy in the first cpocli but gradually
improves with and as the epoch advanées.

The authors [26] offer ’:_LHybrid RNN-based Deep
Learning Approach for Text Classification in which
the Traditional RNN Model is combined with the
RNN+LSTM+GRU model. The RNN+LSTM+GRU
model was built and compared to the Region-Based
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Convolutional Neural Network (RCNN) + LSTM
and RNN+GRU models. The GloVe dataset was
used to train the models. The accuracy and recall
parameters are used to assess the model's
performance. The F1 Score is used to compare the
performance of the model. The hybrid RNN model
consists of three LSTM layers and two GRU layers,
whereas the RCNN model consists of four
convolution layers and four LSTM levels and the
RNN model consists of four GRU layers. The
weighted average for the hybrid RNN model was
0.74,0.69 for the RCNN+LSTM model, and 0.77 for
the RNN+GRU model. The RNN+LSTM+GRU
model has moderate accuracy at the start of the
epoch, but it gradually improves as the epoch length
rises.

From several related studies (review papers) on text
classification, machine learning algorithms are generally
used for text classification combined with word embedding
models. The use of a deep learning classification approach
that combines RNN/LSTM and CNN for text classification
is currently restricted. In this paper, we present a hybrid
modeling (RNN/LSTM + CNN) with word embedding
feature (ie. Word2vec + LSA/SVD) for! news text
classification, along with a model for outlier detection
utilizing machine learning methods, particularly the
Decision Tree approach.

HI. METHODOLOGY

The hybrid model developed consists of 2 models,
namely a classification model using a deep learning
algorithm (i.e. RNN/LSTM+CNN) and an outlier detection
model using a machine learning algorithm (i.e. Decision
Tree). LSTM-CNN is used to classify news articles based on
Word2Vec-based context and LSA/SVD-based content. The
outlier detection model is intended to predict which news is
an outlier or not. Before the dataset is ready to be used for
modeling, the dataset needs to be processed in several stages,
such as text processing, data sharing into training and testing
data, and feature extraction (word embedding) contained in
news texts. When the data is ready for use, it is used for
model training and data testing to confirm the model's
forecast findings. Fig. 1 depicts the hybrid concept in broad
strokes..

Labeling whether a news item is an outlier or not, the
classification results from the LSTM4+CNN model are used
as input in the outlier detection process. The classification
results generated by the model, there will be errors
(Outliers). The use of the term topic in research, what is
meant is content. For example, if a news item has topic A,
but the model predicts the probability that the news will go to
topic B. Hybrid LSTM-CNN model is used to classify the
context and content of a news, while the outlier classifier
model is intended to predict which news is an outlier or not.
Before the data can be utilized for modeling, it must go
through various phases of processing, including text
processing, splitting the data into training and testing data,
and extracting the characteristics included in the news
content. When the data is ready for use, it is used for model
training and data testing to check the model's prediction
findings. There will be a 0.6 mistake if subject AL is at
number 0.4. The root ™gan| square error (RMSE) for the full
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dataset may be calculated using the error computation.
Qutliers are samples or raw data with a larger error than the
RMSE. Outlier labeling that has been done, allows to form
an outlier classification model.
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Fig. 1. Hybrid Model Framework
A. Dataset

This study's text dataset is a public dataset (AGNews (or
ODDs) and BBC News). a) According to Zhang and LeCun
(2015), AGNews is divided into four categories: World
(152469, Entertainment (115967), [Sports (108 344), and
Business' (45.639). (Wang et al, 2018). Over 400,000 text
data samples are included in the AGNews dataset. b) Greene
and Cunningham's British Broadcasting Corporation (BBC)
news dataset (2006). The dataset contains 2225 news items
divided into five categories: politics (417), sports (511),
entertainment (386), education and technology (401), and
business (401). (510). Articles were collected from the BBC
news website between 2004 and 2005 and made freely
available at http://mlg.ucd .ie/datasets/bbc.htm.

B. Text Preprocessing

The phases of text preparing news articles from raw data
to ready-to-use data are as follows: elimination of symbols
and numbers, tokenization, deletion of stop words, and
lemmatization| (as shown in Fig. 2). The elimination of
symbols and mumerals is done since they do not have a
specific significance that is relevant to the news issue.
Tokenization is then used to break down phrases or
paragraphs in the news into pieces of words that the model
can read. Furthermore, to decrease noise in the data,
meaningless terms such as subject (I, he, she, etc.) must be
deleted | Finally, lcll'll'l'lilliZilﬁ(llf is employed to shorten word
forms like eating to eat.

st I i (st enonl — mewhn}—b £

Fig. 2. Stages of Text preprocessing
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C. Feature extraction

The model is still unable to fully utilize the cleaned news
text. Feature extraction is a method for extracting
information from text Fig. 3 depicts the steps of feature
extraction. This study employs two extraction strategies,
namely context and content-based information/news
extraction. The Word2Vec model was utilized to extract
context-based information. Each word from the preceding
text processing is turned into a 100-dimensional vector. To
obtain the vector, a window of value 5 is employed, which
indicates that 5 surrounding words will be used to interpret
the context of a word in the paragraph. The Word2Vec
model produces vectors with dimensions of 100, with the
number of vectors equaling the number of words in the
training data.

Treiving Data
Vore2es Iohtozes |
G Mg i) it
- Mo wgont=1 i
Aorsca= 100 )
b Contie Wit
sl — M= 05D Resils =
Ll Semanic i Dot ||
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- Humies efiogics:depends onfhe
o el

Fig. 3. Stages of Feature Extraction

The singular value decomposition (SVD) approach is
used to extract content-based news. This approach attempts
to divide the word matrix generated from text processing
results into three matrices: a matrix carrying the relationship
between news and words, a matrix providing the relationship
between news and topics, and information representing the
link between topics and words. The connection matrix
between themes and words is employed. As a result, each
word has a vector with information about its link to themes.
After obtaining two types of vectors from the Word2Vec and
SVD findings, the two (uutpuli]au‘c concatenated into one
vector. This vector is known as the embedding vector, and it
represents one word.

D. Hybrid model of LSTM+CNN architecture

Figure 3.7 presents the architecture of the classification
model of the Hybrid model using 2 (two) deep learning
algorithms (RNN/LSTM+CNN).
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Fig. 4. Hybrid Model Architecture
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The feature extraction embedding vector is utilized as an
embedding layer in LSTM-CNN modeling. When a news
story is utilized as model input, each word in the story is
turned into the matching embedding vector. The embedding
vector is then used as the LSTM input layer. The LSTM cells
utilized were 64 in number. With a filter size of 100, a kernel
size of 2, and o ReLu activation function, the output of each
LSTM cell will be utilized as the CNN input layer. To
decrease noise in the output, the CNN output matrix must be
introduced into the Max Pooling layer. After reducing the
noise in the output, the output, which has been turned into a
1-dimensional vector in the| flatten layer, may be fed into a
fully connected neural netwbrk (NN). In this case, we utilize
two NN layers, the first with 16 nodes and the ReLu
activation function, and the second with the number of nodes
according to the number of themes in the data. In the second
layer, the Softmax activation function is employed to
generate output in the form of the probability of each topic
(content).

E. Model Evaluation

The receiver operating characteristic (ROC) curve] is a
graphical depiction of the classifier's performance. The ROC
curve is created by computing and displaying the True
Positive Rate (TPR) vs. False Positive Rate (FPR) for a
single classifier at various thresholds (Threshold)| Formulae
1 and 2 show the TPR and FBR equations.

TPR=Sensitivity=TP/(TP+TN) (10
FPR=1-specificity=FP/(FP+TN) (2)

The number of True Positives is TP, whereas the number
of False Negatives is FN. TPR is a measure of the likelihood
that a true positive event will be categorized as such. While
FP represents the number of False Positives, TN represents
the number of True Negatives. The FPR is a measure of how
frequently a "false alarm" occurs, or how frequently a real
negative event is categorized as positive. AUC (ared| under
the (ROC) curve]) is used to visualize the ROC curve. The
better the classifier performs for a particular task, the higher
the AUC value. Figure 5 depicts the ROC Curve with AUC
Score. Table shows the categorization category based on the
ROC Curve score [27].

Perfect Classifier  AUC =1.0

True Positive Rate

False Positive Rate
Fig. 5. ROC Curve with AUC Score

In general, an AUC value of 05 indicates poor
classification performance (failure), 0.7 - 0.8 is regarded
excellent, 0.8 - 0.9 is considered very good, and more than
0.9 is considered outstanding. Table 1 displays the Model
Category Based on ROC Curve Value [28].
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TABLE L. MODEL CATEGORY BASED ON ROC CURVE
VALUE
Accuracy Category
0.90 — 1.00 Excellent Classification
0.80 —0.90 Good Classification
0.70 - 0.80 Fair Classification
0.60 —0.70 Poor Classification
0.50 — 0.60 Failure Classification

F. Outlier Model Evaluation

This step employs the LSTM-CNN model prediction
results to determine if a news item is an outlier or not. The
model's prediction outputy will contain mistakes that can be
computed. For example, if a news item includes subject
but the model forecasts that the likelihood of the news
entering topic is just 04, the error is 0.6. We can
determine the rd t\n%}_sg,u_am error (RMSE) of the
complete dataset from thi computation, and data with an
error greater than RMSE will be classified as outliers, as
indicated in the table above. The outlier labeling helps us to
create an outlier classifier model.

IV. RESULT AND DISCUSSION

A. News Classification

The architecture used to build the model with the
AGNews dataset includes: (1) an embedding matrix with an
input size of 100 (the result of the previous stage's extraction
of content and context information); (2) an LSTM with 64
nodes; and (3) eiCNN with the following parameters: filter =
100, kcrnc:L: numb f strides = 1, Padding = \«'ellict,
activation function = Reli? {4) Flattening: (5) Pooling: (6
Dense hidden layer with 16 nodes and relu| activation
function; (7) Dropout with rate = 0.5; and (8) Dénse hidden
layer with 4 nodes (depending on g(:e:zll number) and softma
activation function. Meanwhile, the! hybrid architectural
model for the BBC News dataset, points 1-7, is identical to
the AGNews dataset, with the exception of point 8. BBC
News employs a dense hidden layer with a node count of 5.
(according to the number of targets)] This step involves
doing hyperparametel] tweaking to lbbtain the optimal
collection of hyperparalneters.

The model must now be fitted. Model training is carried
out at this level. If there is no rise in the accuracy value in
testing data testing after 10 iterations (epochs), the training
will be terminated, and the modeling results will be saved as
shown in Table 2.

TABLE 2. lI\'PuRP,\R,\M[;TuRul

Layer (type) Output Shape Param #
embedding_2 (Embedding (None, 100, 104) 6333800
Istm_2 (LSTM) (None, 100, 96) 77184
convld 2 (ConviD) (None., 97, 100) 38500
global_max_pooling 1d_2 (None, 100 0
(GlobalMaxPooling 1 D)

flatten_2 (Flatten) (None, 100) 0
dense_4 (Dense) (None, 10) 1010
dense_5 (Dense) (None, 4) 44

Total peu‘elm.\j. 6,650 ,53§
Trainable patamy 6.6500538
Non-trainable] patams: 0

Following the constuction of the hybrid model using
training data and hyperparameter| adjustment. The Confusion
Matrix (CM) and ROC Curve used to evaluate the
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model (AUC). After 235 rounds, the test results reveal a loss
value of 02818, an accuracy of 09065, a test loss of
0.28183448, and a test acc of 0.90653336. As demonstrated
in Table 3, the CM on the Model using the AGNews dataset
reveals that the data was accurately predicted (TP) for each
actual label.

TABLE 3. CM OF AGNEWS DATASET

Accuracy
90,65
Confusi Label World Entertainment | Sport Business
on
Marrix World 6620 232 373 256
Entertainme 63 7250 45 73
nt
Sport 199 83 6703 595
Business 219 62 602 6623

The evaluation model using the Confusion Matrix on
BBC News is presented in Table 4.

TABLE 4. CM OF BBC NEWS DATASET

Accuracy
0.85
Confusi Label iz - Tech Politics | Business | Sport
on __| mend
Mairix it Y 2 1 14 0
mend
Tecll 2 52 i 6 0
Politics 0 2 49 12 0
Business 3 2 5 16 1]
Sport 1 0 1 5 76

The accuracy of the test on the AGNews dataset is 91%,
the ROC Curve (AUC) value is 0.9832, and the training
validation has a loss value of 0.1146 and an accuracy of
09611 (96.11%). The accuracy in training, testing, and
validation results, as well as the ROC curve value, suggest
that the model performs effectively. The ROC curve for
AGNews is shown in Hg. 6.
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0z ’,' = ROC curve of topic Sports (area = 1.00)
- === ROC curve of topic Business (area = 0.98)
'a' = ROC curve of topic Sci/Tech (area = 0.98)
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False Positive Rate

Fig. 6. ROC Curve of the AGNews Dataset

The ROC Curve of the BBC News dataset is presented in

Fig.7.
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Fig. 7. ROC Curve from BBC] News Datase

The ROC curve depicts the relationship between the true
positive rate (TPR) and the false positive rate (FPR). The
classifier with the curve closest to the top left corner (perfect
classifier) performs best. The closer the curve is to the ROC
space']45-degree diagonal, the less accurate the classifier.

TABLE 5. PERFORMANCE EVALUATION OF TW0 DATASET

Model Class Precision Recall Fi- Support
score
AG World 0.93 0.88 0.91 7481
News | Emtertainment 0.95 0.98 0.96 7433
Sport 0.87 0.88 0.88 7580
Business 0.88 0.88 0.88 7506
Accuracy | 091] 30000
Model Class Precision | Recall | FI- | | Support
score
BBC entertainment 0.91 0.79 0.85 81
News Tech 0.90 0.87 0.88 60
Politics 0.80 0.78 0.82 6
Business 0.67 0.88 0.76 86
Sport 1.00 0.92 0.96 83
Accuracy 0.85 373

The model is trained and tested (tested) against two datasets:
AGNews and BBCLNcws. The model assessment results
demonstrate that the LSTM+CNN hybrid model has high
accuracy and ROC AUC ratings (see Table 5).

B. Outlier Detection

The initial step in detecting outliers is to analyze [aulty data.
At this point, the error model's prediction outputy will be
gathered into 1 (one) independent data frame comprised of
test subjects and train topics. The amaount of the] error is
estimated using the equation: error=1-max(xi), 11,23.4,
where x | is the greatest probability score assigned by the
m()derlriJE ch prediction error in this formulation may be
determin y the size of the error, allowing the RMSE
error data to be calculated. The error size of the RMSE
dataset is 0.93. Fig. On the AGNews dataset, Fig. 8 is error
data train and Fig. 9 is crl‘()lliata test.

Tent Aot Label stoe (Topici sron apelsan Topiscere Topic Ermor outier label
MR e, g, chvez, i bigh, e 0 1] 1% w2 Norral
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S foopean, wion, oy, it o, 5and . ] ] 1] s w205 el
YN pnssels eurnpean commrsson cofim, wast 3 [l L} wm 1% 208 Nom
T il pub, ofer share ey esiabi 3 o i) (k] w2 Qufier

Fig. 8. Emor_data_train on AGNews
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Fig.9. Error_data_test on AGNews

The amount of data that has an error greater than the
RMSE is around 65%. Data that has an error of more than
RMSE will be considered as an outlier, and others as normal.
Figure 10 is error_data_test, on the AGNews dataset.
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Fig. 10. Error_data_teston B News

Two sorts of methods are created to forecast if a news item
is an outlier or not. The outlier classifier model is deployed
independently from the LSTM-CNN hybrid model in the
first system (Fig.11). The meta-modeling approach is
applied in the second system (Fig. 12), specifically the
outlier classifier model, which uses the prediction outputjof
another model (the LSTM-CNN hybrid model in this cake)
to identify whether a news item is an outlier or not. In both
types of systems, decision tree models are utilized to assess
which system performs the best at detecting outliers.
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Fig. 11. The first model of the classification of news outliers
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Fig. 12. The second model of the classification of |1ew.~10utliers
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C. Validation model

Fig. 13 depicts the validation models for the two
categorization models. It is clear that system 2 outperforms
system | for both types of datasets. The ROC AUC value in
System 1 is only about 0.5-0.6, indicating that the model
predictions are not significantly different from the random
prediction outcomes. However, in system 2, the ROC AUC
score may reach 0.8 - 09, indicating that by using the
LSTM-CNN hybrid model's probability prediction findings,
the outlier classifier model can correctly assess whether a
news item is an outlier or not.

AGNews [r— . BBC Aocway = 718
oy = 4% .
ROC ALK Soore =056 RDC AUC Score = 065
Preicted Label Predicted Lubel
Nom : 1 Mormal
System1  Actual 1673 a © Gl L»’;::l
P w5 o : 1 e
Kol Outler Nomal  Outfer
Accuracy = 92% ——
Predicted Label  FOC AUC Soore = 0.9 predited Label  ROC AU Seore = 08
1684 6 | MNomnal Sistem? 3 7 Momal
System ] Actual Actual
Label . Lokl
24 g3 | O ] 2 Outir
Moemal  Outlier Nomal  Ouller

Fig. 13. Comparnson of Outlier news classifications from two datasets

D. Comparative Study

The findings of  the hybrid model's performance
evaluation include two models: the LSTM-CNN hybrid
model and the outlier classifier model. To classify based on
context (i.e. feature extraction Word2Vec) and content (i.e.
feature extraction SVD), the hybrid LSTM-CNN model is
utilized. The combination of background and content is
referred to as a subject in the context of news. The outlier
categorization approach is designed to predict whether or not
a piece of news is an outlier.

As a classification of nullliluht:rlLlexl from the Word2Vec
model, the hybrid model is 100-dinfensional vectors, with the
number of vectors equal to the number of words in the
training data. A singular value decomposition (SVD) m()dcj
is used to extract content-based news. After obtaining twc
types of vectors from the Word2Vec and SVD findings, the
two outputy are concatenated into one vector. This vector is
known as the embedding vector, and it represents one word.

Table 6 compares the current research to earlier studies. The
performance evaluation of the proposed hybrid model's
training and testing yielded improved results. The hybrid
model-built falls into the Good Classification group,
according to the ROC Curve. This demonstrates that the
Hybrid model with RNN/LSTM+CNN architecture and
feature extraction Wor2Vec+LSA/SVD can be utilized to
categorize sequential text effectively. Furthermore, the
created Hybrid model is capable of detecting news outliers.

TABLE 6. COMPARISON WITH PREVIOUS RESEARCH

Waord Text Dataset Result
Embedding Classification
Strategi
GloVe « RNN+LSTM GloVe Accuracy
[26] +GRU 0.74
* RCNN+LSTM Accuracy

(Abbreviation) JournalT

1716

Vol. XXX, No. XXX, 20

« RNN+GRU 0.69
Accuracy
0.77
GloVe, CNN, SVM, RCV1 Precision
word2vec, and XGBoost value 0.92,
fastTexi Recall 0 92
[17] and FIL
measu
0.920
Word2 Vec. S\’M1 VINCI AUC value
doc2vec, BowW between 080
[18] -0.93 and
accuracy
value between
0.82-0.86
BoW LSTM2: repLSTD Bio (10C), Fl1 Measure
[19] and r;kaST.\f1 email and less than 75%
News
Word2 Vec CNN Sogou Accuracy
+LDA Corpus text | (.84, recall
[14] classificati .89 and f1-
on Lab score (.86
Word2Vec + At-LSTM IMDB film | Precision
TF-IDF review and value 0.87,
[20] hotel recall 0.87
review and Flle
compora measute 087
Label-Embedding AGNews, Under the
[29] Attentive Model Yelp Review] ROC (AUC)
(LEAM) Full, Yelp | cu n-rj, the Fl
Review micrd average
Polarity. is 0.91 and
DBPedia and| the macro
Yahoo! average is
Answers (.88, with a
Topic precision of
0.61.
LDA + SVM Corpus Newy Precision value
Word2 Vec (83.6). Fl-scoref
[22] (84.4), and
recall (85.4).
LDA Skip-Gram and Biomedical | F1 score
[23] CNN literature., 82.7%.
clinical
record
annotation
TF-IDF SVM Reuters- The accuracy
[24] 21578 of the dataset
document vares R8
LRS),?Onﬂ (83.33%),
dataset an 20ng
WebKB (43.79%), and
collection WebKE
(53.07
[3] Naive Bayes, News The Support
SVM. Random calegories Vector
Forest, MLP Classifier has
Classifier the highest
accuracy of
0.6134
TF-IDF Naive Bayes (NB) Corpus Naive Bayes
[25] and K-Nearest Dataset accuracy is
Neighbor (K-NN) T1.11%, and
KNN 78.67%
TF-IDF dar Multinomial Nave CNN ‘When
SVD Bayes. induncsiul compared to
[2] Multivariate other
Bernoulli Naive algorithms.
Bayes, and TF-IDF and
Support Vector Multinomial
Machine Nave Bayes
Classifier
produce the
best results,
with accuracy
of 09841519
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and recall of
0.9840000.

Normalized TF-
IDF (NTF-IDF)
151

Kolmogorov
Complexity
Distance Measure
(KCDM) and
ANN

British
Broadcasti
ng
Corporatio
n (BBC)

In terms of
aceuracy.
ANN

out performs
KCDM,

(Abbreviation) Journal Ngmd
Vol. XXX, No. XXX, 20

the second model, the ROC AUC score may reach 0.8 - 0.9,
indicating that by using the LSTM-CNN hybrid model's
probability prediction outputy, the outlier classifier model
can accurately assess whether' a news: item is an outlier or
not. scored 0.71 points on BBC News and 092 points on
AGNews.

whereas
KCDM
outperforms
ANN in terms
of
computational
time
efficiency
AGNews
Accuracy
0.91; BBC
News
accuracy
0.85;
AGNews
ROC Curve
between .98
—1.00; BBC
News ROC
Curve
between .94
—0.99.
AGNews:
Accuracy
0.92 and
ROC Curve
0.89

BBC News:
0.71
Accuracy
and ROC
Curve 0.8

News

Word2Vec+LS
A/SVD

RNN/LSTM+
CNN

AGNews
BBC News

Word2Vec+LS
A/SVD

AGNews
BBC News

News
Classification
(RNN/LSTM+CN
N) & Qutlier
Detection
(architecture 2)

The last two are the results of lhel research conducted (bold).

V. CONCLUSION

The created hybrid approach is made up of two models:
the news categorization model (News Categories) and the
outlier classification model. Based on the context and content
of a news item, the news categorization model employs a
deep learning algorithm (i.e. LSTM+CNN). While the outlier
classifier model is designed to predict whether or not a piece
of news 1s an outlier. AGNews and BBC News datasets were
utilized for modeling. The Word2Vec model was used to
extract context-based news, while the Singular Value
Decomposition (SVD) mode] was utilized to extract content-
based news. AGNews' trials yielded an accuracy of 0.91 with
a ROC Curve Score of 0.97, whereas BBC News yielded an
accuracy of 0.86 with a ROC Curve Score of 0.96. The
hybrid model offers high accuracy and ROC AUC values.

In the process of categorizing a news item as having
outliers or not, the projected data from the LSTM-CNN
model is used and evaluated using two types of models. First,
the outlier classifier model was deployed independently from
the LSTM-CNN hybrid model. The second model employs
the meta-modeling approach, with the outlier classifier
model utilizing the prediction findings of another model
(LSTM-CNN| hybrid model). The decision tree method is
utilized in thd outlier classification model. The second model
examined is considerably superior to the previous one. The
ROC AUC score in the first model is only about 05-06,
indicating that the model predictions are not significantly
different from the random prediction outcomes. However, in
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S/V This subject and verb may not agree. Proofread the sentence to make sure the subject
agrees with the verb.

Article Error You may need to use an article before this word. Consider using the article
the.

Article Error You may need to use an article before this word. Consider using the article
the.

Confused You have used either an imprecise word or an incorrect word.
Article Error You may need to remove this article.

Wrong Form You may have used the wrong form of this word.

Article Error You may need to use an article before this word.
Missing "," Review the rules for using punctuation marks.

Article Error You may need to use an article before this word.

ETS)

6)

S/V This subject and verb may not agree. Proofread the sentence to make sure the subject
agrees with the verb.

Article Error You may need to use an article before this word. Consider using the article
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P/V You have used the passive voice in this sentence. You may want to revise it using the
active voice.

Sp. This word is misspelled. Use a dictionary or spellchecker when you proofread your
work.

P/V You have used the passive voice in this sentence. You may want to revise it using the
active voice.

Article Error You may need to remove this article.
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ETS) Frag. This sentence may be a fragment or may have incorrect punctuation. Proofread the
sentence to be sure that it has correct punctuation and that it has an independent clause
with a complete subject and predicate.

E,T.';’ Sp. This word is misspelled. Use a dictionary or spellchecker when you proofread your
work.

E/T-'a Article Error You may need to use an article before this word.

E?B Sp. This word is misspelled. Use a dictionary or spellchecker when you proofread your
work.

Sp. This word is misspelled. Use a dictionary or spellchecker when you proofread your
work.

P/V You have used the passive voice in this sentence. You may want to revise it using the
active voice.

Sp. This word is misspelled. Use a dictionary or spellchecker when you proofread your
work.
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