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Abstract—This research is aim to detect kidney cysts from 

human kidney Ultrasound (USG) 2D Images. This research 

uses data from Hospital patients as many as 25 Ultrasound 

images of the human kidney in the format image .jpg. This 

research uses the K-Nearest Neighbor (KNN) method for 

image classification of ultrasound images then using Gray 

Level Co-Occurrence Matrix (GLCM) method for image 

extraction to detect cyst and non-cyst regions from the result of 

classification after that using Artificial Neural Network (ANN) 

method type Backpropagation for image detection to find cysts 

from human kidney Ultrasound (USG) 2D Image from the 

result of image extraction. The result of this research is 

producing the algorithm to implement the method and the tool 

software application to detect kidney cysts from ultrasound 2D 

images. The accuracy of this tool is 84% which can detect with 

accurate 21 kidney cysts from 25 kidney ultrasound 2D images 

that validate of a Urology Specialist Doctor.     

Keywords—ultrasound (USG) 2D Image, kidney cysts, KNN 

method, GLCM method, ANN type Backpropagation method. 

I. INTRODUCTION

Digital image processing (DIP) is one of the branches of 
science in the field of computer science that studies 
techniques or methods for processing images in digital 
format [1]–[4]. The image referred to here is a still image 
(photo) and a moving image (derived from the camera). 
While digital here means that image processing is done 
digitally using a computer. Mathematically, the image is a 
continuous function with light intensity in a two-dimensional 
plane. To be processed by a digital computer, an image must 
be presented numerically with discrete values. The 
representation of a continuous function into discrete values is 
called image digitization. 

Along with the development of technology and 
information today, the digital image is a very important 
thing. Digital images have been widely used in various 
fields, one of which is the health sector [5]–[9]. In the field 
of Health, digital images are used to take pictures of the 
condition of human organs when they are in the human body 
that is not directly visible to the eyes of a doctor. There are 
many digital imaging technologies of the human body in the 
world of Health such as ultrasound digital images, Rongen 
digital images, X-Ray digital images, CT Scan digital 
images, and MRI digital images. Each type of digital image 
has its advantages and disadvantages. 

The urinary system consists of three parts: the kidneys, 
the bladder, the ureters, and the urethra (urinary tract). Each 
part of the urinary system has its function and role. One of 
the organs of the human body that is very important in the 

urinary system is the kidney. Kidneys function as organs that 
function to filter and dispose of waste in the human body, 
such as toxins, excess salt, and urea (nitrogen-containing 
waste resulting from protein metabolism) [10]–[13]. Urea 
formed in the body is transported through the blood to the 
kidneys for disposal. Without kidneys, waste and toxins 
would accumulate in the blood. 

Ultrasonography or better known as ultrasound is a 
technology for capturing images of the human body and is 
widely used in the medical world [14]–[16]. One of the 
organs of the human body can be captured using kidney 
ultrasound technology. This is done to find out what disease 
occurs in the kidney. Ultrasound images are divided into 
several types, namely 2D, 3D, and 4D ultrasound images. 2D 
ultrasound is a type of examination that uses 2-dimensional 
technology in which the imaging results are flat black and 
white images. 

Previous research was conducted by Paladugu Raju et al 
in 2020 [17] who detected and segmented kidney cysts and 
tumors using the Optimal GLCM method combined with 
FCM. This study uses data in the form of ultrasound images 
of the kidneys which are transformed as 3 × 3 blocks and the 
attribute is omitted. The analysis in this study is that the 
proposed process is augmented when contrasted with the 
obtained process through different metrics such as 
sensitivity, specificity, accuracy, Positive Predictive Value 
(PPV), and Negative Predictive Value (NPV). The results of 
this study are the sensitivity, specificity, and accuracy of the 
proposed FB-FCM-WOA (91.1%, 98.6%, and 98.4%) than 
the obtained process. PPV and NPV (71.8% and 99.6%) 
were also better than the obtained process. 

Another study conducted by Qiang Zheng et al in 2021 
[18] conducted a dynamic graph-cutting method with
integrated feature maps for kidney segmentation in 2D
ultrasound images. This study used data in the form of 2D
ultrasound images of the kidneys from 85 subjects. Imaging
data from 20 randomly selected subjects were used as
training data to set the parameters of the image segmentation
method, and the remaining data were used as test data for
validation. The analysis in this study is to compare our
method with image segmentation methods, such as LRAC,
GAC, and AMFSM. The results of this study are the
proposed method obtains promising segmentation results for
bilateral kidneys (Mean dice index = 0.9446, average
distance = 2.2551, average specificity = 0.9971, average
accuracy -mean = 0.9919), better than the other methods
compared (P < 0.05, paired Wilcoxon rank count test).

The USG image produced by ultrasound technology is 
still in the form of a black and white image that is not clear 
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or blurry so that ordinary people or people who do not know 
in the field of medicine cannot read what is displayed by the 
ultrasound image [19], [20]. A doctor who specializes in 
Urology has expertise in reading and translating the results of 
ultrasound images in the human kidney. The quality of the 
results of reading or translating ultrasound images from a 
urology specialist depends on the quality of the ultrasound 
images captured from the human body. The better and 
cleaner the ultrasound image, the more precise and accurate 
the results of reading and translation by the doctor will be so 
that the diagnosis of a person's disease becomes very precise. 
Under these conditions, it is better if the image produced by 
the ultrasound can be improved to be clearer and more 
detailed so that the reading results become more precise and 
accurate. 

At the moment, based on a discussion with a Urology 
specialist in Padang City, it is stated that a Urology specialist 
is still unable to detect cyst objects that have cysts in the 
human kidney only based on 2D ultrasound images because 
the images produced by 2D ultrasound are still blurry. and 
less clear. A more accurate detection to detect Kidney Cysts 
is by taking a CT (Computed Tomography) Scan image of 
the human kidney. However, the cost required to perform a 
CT-Scan is very large, plus not all hospitals (RS) in 
Indonesia have CT-Scan machines because the price of the 
CT Scan machine is very expensive. 

More specifically, based on a search for reputable 
international journals and impact factors, currently, there are 
no researchers who have tried to detect Multiple Kidney 
Cysts known as Multiple Kidney Cycsts (Multiple Kidney 
Cysts). If the results of 2D Kidney Ultrasound 
(Ultrasonography) images can be as good and as good as CT 
(Computed Tomography) Scans of human kidneys in 
detecting Multiple Kidney Cysts, it will be very helpful for 
the medical world, especially in the field of Urology in 
detecting the disease and also very helpful for hospitals that 
serve the treatment of diseases. Urology especially kidney 
and is very helpful for patients suffering from kidney 
disease. In this study, the Hough transform and GLCM 
methods were developed to detect multiple kidney cysts 
automatically based on 2D ultrasound (ultrasonography) 
images of human kidneys. The data used to validate the 
results of this study is the data from the CT-Scan image of 
the human kidney. 

II. METHODOLOGY

A. Research Framework

This research collects the data input in the form of an
Ultrasound (USG) Image of a Kidney that has Multiple 
Cysts. Then processing that data image using K-Nearest 
Neighbors (KNN) Method after that using GLCM Method 
and lastly using the Artificial Neural Network (ANN). The 
research framework can be seen in figure 1 below. 

B. Research Framework details

The first step of this research is to collect the data input.
The input data is a very important thing for research because 
this is the resource problem that will be solved. The data 
input of this research is the Ultrasound (USG) image of the 
Human Kidney. The USG kidney image is on the left and 
right sides of a human kidney. The number of pictures that 
are collected is 40 kidney USG images. The 40 kidney USG 

images intend to get better results in detecting cysts of the 
kidney. The format file of USG Image of Kidney is. JPG. 
The USG kidney image that collected using an ultrasound 
image capture machine. All of the images are from a general 
hospital in Padang City, West Sumatera Province, Indonesia. 

Fig. 1. Research Framework 

The second step of this research is image classification. 
Image classification intends to partition an image into non-
overlapping regions with homogeneous characteristics, such 
as intensity, color, and texture. In this image classification in 
this research using  K-Nearest Neighbors (KNN) Method. 
KNN method uses the Euclidean value distance in the 
calculation of the image data. The Euclidean distance 
between each segment in the segmentation image and each 
training region that you specify is calculated using the K 
Nearest Neighbor (KNN) approach. In n-dimensional space, 
where n is the number of attributes for that training zone, the 
distance is measured. The KNN method algorithm is 
followed [21]–[25]: 

1. Step 1: Select the number K of the neighbors
2. Step 2: Calculate the euclidean distance of K number of

neighbors using the formula below: 

      (1) 
Where:  is euclidean distance,  and  is two points 
in a two-dimensional  axis, and  is two points in a 

two-dimensional  axis. 

Input of kidney ultrasound (USG) image 

Image Classification of Kidney Cyst 
Ultrasound Image using K-Nearest 

Neighbors (KNN) Method 

Image Extraction of Kidney Cyst 
Ultrasound Image to determine the Cyst 
or No Cyst Region using GLCM Method 

Image Detection of Kidney Cyst 
Ultrasound Image using Artificial Neural 

Network (ANN) method type 
Backpropagation  

Result of Detection Kidney Cysts 
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3. Step 3: Take the K nearest neighbors as per the
calculated Euclidean distance.

4. Step 4: Among these k neighbors, count the number of
the data points in each category.

5. Step 5: Assign the new data points to that category for
which the number of neighbors is maximum.

6. Step 6: Our model is ready.
The third step of this research is image extraction. The

data resulting from the image segmentation process of the 
second step before. To do image extraction in this research 
using the GLCM method to detect cyst and non-cyst 
regions. The image implementation process is carried out, 
namely clarifying the object to be studied in the image by 
performing calculations to reverse the value in the binary 
image. After the image implementation process is carried 
out, then perform an Open Area BW aimed at estimating the 
area of the binary image object. The GLCM method 
algorithm is followed [26]–[28]: 
1. Step 1: Quantize the image data. Each sample on the

echogram is treated as a single image pixel and the
value of the sample is the intensity of that pixel. These
intensities are then further quantized into a specified
number of discrete gray levels as specified under
Quantization.

2. Step 2: Create the GLCM. It will be a square matrix

 in size where N is the Number of levels specified 
under Quantization. The matrix is created as follows: 
• Let s be the sample under consideration for the

calculation.
• Let W be the set of samples surrounding sample s

that fall within a window centered upon sample s of
the size specified under Window Size.

• Considering only the samples in the set W, define
each element i,j of the GLCM as the number of
times two samples of intensities i and j occur in a
specified Spatial relationship (where i and j are
intensities between 0 and Number of levels-1).

• The sum of all the elements i, j of the GLCM will be
the total number of times the specified spatial
relationship occurs in W.

• Make the GLCM symmetric:
� Make a transposed copy of the GLCM
� Add this copy to the GLCM itself
� This produces a symmetric matrix in which the

relationship i to j is indistinguishable from the 
relationship j to i (for any two intensities i and j). 
As a consequence, the sum of all the elements i, j 
of the GLCM will now be twice the total number 
of times the specified spatial relationship occurs 
in W (once where the sample with intensity i is 
the reference sample and once where the sample 
with intensity j is the reference sample), and for 
any given i, the sum of all the elements i, j with 
the given i will be the total number of times a 
sample of intensity i appears in the specified 
spatial relationship with another sample. 

• Normalize the GLCM:
� Divide each element by the sum of all elements. 

The elements of the GLCM may now be 
considered probabilities of finding the 
relationship i, j (or j, i) in W. 

3. Calculate the selected Feature. This calculation uses
only the values in the GLCM. The formula is as
followed:

      (2) 

Where:  is shade value,  is a sign of a real 
number 

4. The sample s in the resulting virtual variable are
replaced by the value of this calculated feature. 

 The fourth step of this research is image detection. 
Image detection is the process of categorizing and labeling 
groups of pixels or vectors within an image based on 
specific rules. The categorization law can be devised using 
one or more spectral or textural characteristics. The result 
data of image extraction is used from the GLCM method. 
To do image detection in this research using Artificial 
Neural Network (ANN) method type Backpropagation. It 
can improve ultrasound images, to detect Kidney Cysts. 
This helps Urology Specialists and related Hospitals in 
using the Ultrasound Machine Optimally. The ANN method 
type Backpropagation algorithm is followed [29]–[32]: 
1. Step 1: Prepare the data set, which is the source of

information for the classification problem. he following
concepts—Data source, Variables, and Instances—need
to be configured in order to achieve that.

2. Step 2: Choose the correct neural network architecture.
for classification problems, it is usually composed of: A
scaling layer, Two perceptron layers, and A probabilistic
layer.

3. Step 3: Set the training strategy, which is composed of:
Loss index, Optimization algorithm.

4. Step 4: Set the model selection, which is composed of:
The inputs selection algorithm, Neurons selection
algorithm.

The result of this research is can be seen which part is a
kidney cyst on the ultrasound image of the kidney 
automatically without the need for a diagnosis from a doctor 
and the accuracy of the detection results is the same as that 
done by a doctor and or by a CT scan of the kidneys. 

III. RESULT AND DISCUSSION

A. Data Collection

Step 1. Data is gathered from an ultrasound image. A
total of 25 USG pictures of a human kidney make up this 
image. Cysts should be visible in the USG images of the 
human kidney. As a result of this procedure, the software 
now has the data needed to perform ultrasound (USG) 
image classification. The K-Nearest Neighbors (KNN) 
Method using to solve this problem. Four USG scans of the 
kidneys used in this study are shown in Figure 2 below: 

a. Kidney USG Image 1 b. Kidney USG Image 2
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c. Kidney USG Image 3 d. Kidney USG Image 4

Fig. 2. Data Collection Kidney USG Image a, b, c, d 

 The following Algorithm 1 shows the algorithm that 
employs to gather data from 4 kidney USG images using 
MATLAB software: 

Algorithm 1: Read Data Collection 
start 
clc; clear; close all; warning off all; 
% set the folder name 
nama_folder = 'Citra Kista Ginjal'; 
% read filenames with the extension .jpeg 
nama_file = dir(fullfile(nama_folder,'*.jpg')); 
% read number of files 
jumlah_file = numel(nama_file); 
% processing all files 
for k = 1:jumlah_file 
% read image files 
Img = imread(fullfile(nama_folder,nama_file(k).name)); 
end 

B. Process

Step 2. After collecting four Kidney USG Images then
doing image classification of the USG kidney image using 
the K-Nearest Neighbors (KNN) Method. The algorithm 
used to classify the four kidney USG images using the 
MATLAB application can be seen in Algorithm 2 below: 

Algorithm 2: image classification using K-Nearest 
Neighbors (KNN) Method 
start 
% convert rgb image color space to grayscale 
Img_gray = double(rgb2gray(Img)); 
% call the training result network 
load jaringan 
% read output clusters 
[row,col] = size(Img_gray); 
x = reshape(Img_gray,row*col,1); 
y = predict(Mdl,x); 
% compile the clustering result image 
Img2 = zeros(row,col); 
for n = 1:numel(Img2) 
if isequal(y{n},'region 1') 
Img2(n) = 1; 
elseif isequal(y{n},'region 2') 
Img2(n) = 2; 
elseif isequal(y{n},'region 3') 
Img2(n) = 3; 
end 

The resulting image of image classification using 
algorithm 2 above can be seen in figure 3 below: 

a. Result of Image Classification 1 b. Result of Image Classification 2 

c. Result of Image Classification 3 d. Result of Image Classification 4 

Fig. 3. Result in Image Classification of Kidney USG Image a, b, c, d 

Step 3. After image extraction then use Gray Level Co-
Occurrence Matrix (GLCM) method to Detect Cyst and 
Non-Cyst Regions. The algorithm used to extract from the 
result of image classification using MATLAB application 
can be seen in Algorithm 3 below: 

Algorithm 3: image extraction from image extraction result 
using Gray Level Co-Occurrence Matrix (GLCM) 
start 
% look for the region of the kidney cyst 
bw = Img2==1; 
% perform morphological operations 
bw = imclearborder(bw); 
bw = imfill(bw,'holes'); 
bw = bwareaopen(bw,100); 
% extensive feature extraction 
cc = bwconncomp(bw,8); 
s = regionprops(cc); Area = cat(1,s.Area); 
% GLCM feature extraction 
[B,L] = bwlabel(bw);  
ciri_uji = []; for m = 1:L 
bw2 = B==m;  
[row,col] = find(bw2==1); 
Img_gray2 = Img_gray; 
Img_gray2(~bw2) = 0; 
Img_crop = imcrop(Img_gray2,[min(col), min(row), 
max(col)-min(col),... max(row)-min(row)]); 
pixel_dist = 1; 
GLCM = graycomatrix(Img_crop,'Offset',[0 pixel_dist;... 
-pixel_dist pixel_dist; -pixel_dist 0;...
-pixel_dist -pixel_dist]);
stats = graycoprops(GLCM,{'contrast','correlation',... 
'energy','homogeneity'}); 
Contrast = mean(stats.Contrast); Correlation = 
mean(stats.Correlation); 
Energy = mean(stats.Energy); Homogeneity = 
mean(stats.Homogeneity); 
ciri = [Area(m),Contrast,Correlation,Energy,Homogeneity]; 
% construct test features 
ciri_uji = [ciri_uji;ciri]; 
end 

The resulting image of image extraction using algorithm 
3 above can be seen in figure 4 below: 
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a. Result of Image Extraction 1 b. Result of Image Extraction 2 

c. Result of Image Extraction 3 d. Result of Image Extraction 4 

Fig. 4. Result in Image Extraction of Kidney USG Image a, b, c, d 

 Step 4. After image extraction then image detection 
using Artificial Neural Network (ANN) method type 
Backpropagation based on the input value of the GLCM 
method result. The algorithm used to detect kidney cysts 
from the result of image extraction using MATLAB 
application can be seen in Algorithm 4 below: 

Algorithm 4: image classification from image extraction 
result using the Artificial Neural Network (ANN) method 
start 
% transpose the test feature 
ciri_uji = ciri_uji'; 
% read network output value 
nilai_keluaran = round(sim(jaringan,ciri_uji)); 
% look for the index region of kidney cysts 
[~,n] = find(nilai_keluaran==1); 
% displays the segmented image 
bw3 = false(size(bw)); 
for i = 1:numel(n) 
bw3(cc.PixelIdxList{n(i)}) = true; 
R = Img(:,:,1); 
G = Img(:,:,2); 
B = Img(:,:,3); 
R(bw3) = 255; 
G(bw3) = 255; 
B(bw3) = 0; 
RGB = cat(3,R,G,B); 
% display image 
Figure; subplot(1,2,1) 
imshow(Img,[]); 
title('Citra Asli'); 
subplot(1,2,2) ; 
imshow(RGB,[]) 
title('Hasil Segmentasi'); 
end 

The resulting image of image detection using algorithm 
3 above can be seen in figure 5 below: 

a. Result of Image Detection 1 b. Result of Image Detection 2 

c. Result of Image Detection 3 d. Result of Image Detection 4 

Fig. 5. Result in Image Detection of Kidney USG Image a, b, c, d 

IV. CONCLUSION

The K-Nearest Neighbors (KNN) method used to classify 
2D Kidney ultrasound images that are input into the program 
data works very properly and accurately classifies which 
parts of the image are kidney cysts and which parts are not 
kidney cysts. The image data that have been classified are 
then extracted using the Gray Level Co-Occurrence Matrix 
(GLCM) method to obtain image characteristics which are 
the area of the kidney cyst and not the area of the kidney 
cyst. This method can also work properly and accurately. 
After obtaining data extraction of kidney cyst areas with non-
kidney cyst areas, the data was used to detect kidney cysts 
using the Backpropagation type Artificial Neural Network 
(ANN) method. This method can also work properly and 
accurately. Overall the performance of the program Which is 
made from the 25 2D ultrasound images of the kidneys tested 
resulted in 21 images that could detect well and accuracy of 
the presence of kidney cysts of 84%. These results have been 
validated by a specialist urologist. For future or prospective 
of this work could be extended for the imaging techniques 
such as Optical coherence tomography (OCT), which is an 
optical counter part of the ultrasound imaging, as a potential 
future scope/ 
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