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ARTICLE INFO ABSTRACT

Article history: btaining a scholarship is the desire of every student or student who
Received : 06 May 2021 dies, especially those who come from poor families. The
Revised : 26 July 2021 scholarsilp can lighten the burden on parents who pay for these
Accepted 01 Oct 2021 students and can streamline the lecture process. However, students do

not know exactly what they have to do to get the scholarship. Aside
from that, students naturally want to know what causes and conditions
have the greatest impact on achievement. The objective of this
research is how to predict which number of students among them are
predicted to get a scholarship at the opening of the scholarship
acceptance using the K-Means and C4.5 methods. Apart from that, the
aim of this research is to discover how the K-Means algorithm

Keywords: conducts data clustering (clustering) of student data to determine_if
Hybrid Data Mining they will succeed or not, as well as how the C4.5 algorithm m§ies
K-Means Algorithm predictions against students who have been clustered together. The
C4.5 Algorithm Rapid Mindifprogram version 9.7.002 was used to process the data in
Scholarship Recipient this report. The results of this study were that out of 100 students, 32

students were not scholarship recipients and 68 §ldents were
scholarship recipients. Another result of this research is that out of 100
students it is predicted that 9 (9%) will receive scholarships and 91
(91 % pymll not receive scholarships.

Copyright © 2017 International Journal of Artificial Intelegence Research.
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1. Introduction

Education is the right of all children of the nation in every country in the world, including the
Indonesian nation. There are various levels of education in Indonesia rangi m the lowest to the
highest. The lowest level of education is kindergarten (TK) followed by an entary school (SD)
than junior high school (SMP) and senior high school (SMA) while the highest education level is
tertiary education (PT). Every child who wants to continue to a higher level of education must first
complete the previous level of education. For example, a child who will continue his education at the
tertiary level must first complete his education at the high school level [1]-{3].

In getting an education, a student certainly needs everything that can support the educational
process such as equipment, transportation, communication & internet, meals, expenses, housing,
books, and so on. One of the most important supporting elements is the cost of education. The cost of
education is several costs (money) paid by students to the educational institutions that they participate
in. Besides. costs are also needed to buy equipment. transportation, food, shelter, and others. Of the
many things that need to be funded in pursuing education, the most important is the tuition fees paid
for educational institutions [4]-]6].

The amount of tuition fees paid by students depends on the educational institution that is being
followed. Some have a large fee and some are small. The amount of cost does not determine the quality
and also does not depend on the status of educational institutions whether public or private. Among
all levels of education, the highest average cost of education in higher education, namely tertiary
education [7]-{9]. Students who attend tertiary education are given the name of the student. The
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student of course also pays several fees (money) to the college where the student is educated. For
students who come from well-to-do families or whose parents have a large income, it will be easy to
provide the cost of education, while for students who come from underprivileged families or their
parents have a small income, it will be difficult to provide the required tuition fees [10], [11].

Many ways can be done for students who have difficulty in making education costs, one of which
is scholarships. Many govemments, private or private institutions provide scholarships but the number
is limited. Not all available scholarships can be enjoyed by all students. Therefore, educational
institutions always make a selection or selection among several students who want to get the
scholarships that are offered. The method §E}iredging, storing, or extracting valuable information from
a broad data set is known as data mining. The data mining process often uses statistical, mathematical
methods to utilize artificial intelligence technology. Knowledge discovery mining in databases
(KDD), knowledge extraction, datafffitern analysis, data archeology, data dredging, information
harvesting, business intelligence, and other terms are used to describe data mining. Various algorithms
are applied by educational institutions in selecting or selecting students who will receive scholarships.
Some do it manually, some do it computerized. In computerization, there are also many algorithms
used. Two algorithms that are mostly used by researchers are the K-Means algorithm and the C4.5
algorithm. The combination of the two algorithms will produce a more accurate prediction calculation
than usiﬁnn]y one algorithm [12], [13].

The K-Means algorithm is one of the ald@rithms used in data mining techniques to group data,
which is also known as clustering. Although the C4.5 algorithm is one of the algoPms used in data
mining techniques to forecast or predict data, it is not the only one. After the data from the clustering
results of the K-Means algorithm are obtained, it is then used to forecast data using the C4.5 algorithm
[14]-[16]. The use of two types of algorithms in data mining techniques for one data analysis is known
as hybrid data mining. In this research, hybrid data mining was carried out by combining the K-Means
algorithm with the C4.5 Algorithm.

The objective of this research is how to predict or predict students who will receive scholarships
using the K-Means method and the C4.5 algorithm for computer science students. The aim of this
research is to learn how the K-Means algorithm clusters data of potential scholarship recipients and
how the C4.5 algorithm forecasts among the clustered data [17], [18]. One of the quite large and
prominent private universities in Indonesia, especially in the province of West Sumatra, is the
Universitas Putra Indonesia YPTK Padang. This university has a faculty that studies computer science
called the faculty of computer science (FILKOM). In this study, students who obtained education at
the Universitas Putra Indonesia YPTK Padang's computer science faculty in the year 2019 were used

as source data.

Many scholarships are available at Universitas Putra Indonesia YPTK Padang's Faculty of
Computer Science, including 1st and 2nd-grade winners, Bidik Misi scholarships, BBM scholarships,
PPA scholarships, anholarships from various banks in Indonesia. All availabl@EBholarships are
distributed evenly to students who are entitled to receive them. For this reason, students who are
eligible to receive scholarships are selected. So that students in the future can find out what are the
determining factors that determine a scholarship will receive a scholarship, predictive action is needed
using data mining techniques, namely a combination of the K-Means and C4 5 algorithms [19].

Previous research that has been conducted and is relevant to this research is by Nurul Rohmawati
W et al in 2015 who came from the Singaperbangsa Karawang University, West Java [20]. In this
study, the results obtained are the k-means algorithm clustering based on the results of clustering from
each different dataset format (partial codification, whole codification, and original data) by measuring
the accuracy level of clustering, namely calculating the purity measure value of the results. cluster.
The greater the purity value (closer to 1) the better the quality of the clusters produced by an algorithm.
The weakness in this study is that the purity value in the partially codified data dataset for the k-means
algorithm cluster results is 61.11%.

The second research that was carried out was by lin Parlina in 2018 from Amik Tunas Bangsa
Pematangsiantar, North Sumatra [21] which produced clusters by applying several criteria from the
SDP program list using the K-Means algorithm. SDP by conducting an advanced assessment center
are those who pass and the classification results of the SDP program that almost pass, the classification
results of the SDP program data list that do not pass must improve their disciplinary data for 1 year.

Mardison et.al ( Prediction of Scholarship Recipients Using Hybrid Data Mining Method with Combination of K-Means
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The drawback of this study is that the results of the grouping obtained three groups, namely the group
passed. almost passed, and did not just pass.

II. Methodology

A. Research Framework

Formulation of the problem

I

Literature review

¥

‘ Data collection |

v

Hybrid Data Mining Method

| K-Means Algorithm |

v

| C4.5 Algorithm ‘

v

Data Analysis

v

Data Implementation

Fig. 1. Rescarch Framework

a. Research Framework. In conducting research, of course, you must follow the rules or a
structured and systematic research framework. The research framework can be seen in fig 1.

b. Description of the Research Framework.

* Problem formulation is the process of formulating or determining what are the main and
important problems that occur in the field for which a solution must be found in this

research.

e Literature study is the process of finding or analyzing relevant previous research and library
books with predetermined problem-solving.

e Data collection is the process of collecting ddEElin the field that will be used in problem-
solving. In this study, the data came from the Faculty of Computer Science, University of
Putra Indonesia YPTK Padang which was obtained from the Vice Dean III (WD III). The
number of lines of testing data to be tested that has been on]]ecta is 100 rows of data, which
are 100 students. In grouping (clustering) the data in this study the afRors use the K-Means
algorithm from the data of 100 people. Then in making predictions using the C4.5 method
als@Flises the same data that has been grouped. The data collected consists of 6 data attributes
as in table 1 below:

Table 1. Data Attributes

No Data Attributes Data Types
1 BP Number Text
2 Name Text
3 Father's income Integer
4 Mother’s income Integer
5 GPA Integer
6 Scholarship Receipt (YES/NO) Binominal

Mardison etal (Prediction of Scholarship Recipients Using Hybrid Data Mining Method with Combination of K-Means

and C4.5 Algorithms)




International Journal Of Artificial Intelegence Research ISSN: 2579-7298
Val 5, No 2, December 2021, pp. 168-179

e Data mining is a system of processes for extracting additional value from a set of data and
information that cannot be calculated manually. The term "mining" refers to the process of
extracting a few useful products from a large number of simple materials. As a result, data
mining has a long history in fields like artificial intelligence, machine le@E}ing, statistics,
and database management. The process of applying this approach to data in order to
dis@fler hidden patterns is known as data mining. Data mining may also be described as
the process of extracting patterns from large amounts of data. For translating this data into
information, data mining is becoming increasingly relevant. It's commonly used in
advertisement, surveillance, fraud detection, and scientific discovery, among other things.
There are variofgfalgorithms used for data mining including the K-Means algorithm, the
C4.5 algorithm, the Support Vector Machine (SVM) algorithm, the a priori algorithm, the
expectation-maximization algorithm, and others. In this study. two types of algorithms were
combined, namely the ﬁMeans algorithm and the C4.5 algorithm.

e Data Processing Using the K-Means Method

The data that the authors have collected in the field is processed using the K-Means method.

The following are the steps for the K-Means method, namelyz

1) Determining the number of data clusters to be created, the number of data clusters is
called the value k

2) Determine the mean (centroid value) randomly for each predetermined group.

3) Determine the nearest cluster center on each data row with the centroid value, to
determine this value using the formula [22]:

deuctidean (%, ¥) = 2 (x; — ¥;)? (1)

Information: d gy crigean (X, ¥) = distance value on each data row with centroid value,
centroid, x; = Xy, Xz, Xz, «.... €C, ¥i = Y1, ¥2, V3, -.. .. ELC

4) Determine the closest group (cluster) for each row of data by comparing the closest
distance value obtained in the previous step and updating the group's center value using
the formula:

Cluster Center = E% (2)

Information: Cluster Center= The cluster center value, a_i= Value on each cluster, n=
number of clusters.

5) Repeating steps 3 to step 5 until there is no transfer of data for each row of data from
one group to another.

. Data’mcessing Using C4.5 Method

1) The results of &a processing using the K-Means method are then processed using the
C4.5 method. The steps for the C4 4 method are as follows:

2) Determine the data attribute that will be used as the root node or prediction in the
decision tree and calculate the number of YES and NO values for each row of data.

3) Determine the branch from the root (root) for each value after determining the root of
the decision tree by calculating the Gain value. The gain calculation formula is as
follows [23]:

Gain(s,A) = Entropy(S) — ¥, 5

=175 * Entropy(S;) (3)

Information: Gain(S,A) = total gain value with attributes, Entropy(S) = total
entropy value, Entropy(S;) = Entropy value for each attribute, 1 = number of
clusters.

The formula for calculating the entropy value is:
Entropy(S) = Xi=, — pi * log, pi “4)

Mardison et.al ( Prediction of Scholarship Recipients Using Hybrid Data Mining Method with Combination of K-Means
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Information: Entropy(S) = total entropy value, pi = proportion of S; to S
4) Divide cases for each existing branch

5) Repeating steps 2 to step 3 for each branch, before the branch's cases all have the same

class.

After the data is processed and generated using the K-Means method and the C4.5 method, then it
is analyzed and conclusions are drawn. How much data is the result of grouping and who is included
in the group previously processed using the K-Means method then the grouping data is analyzed so
that it is known which students are predicted to get scholarships and who are predicted not to get
scholarships using the C4.5 method among all the data that has been processed. Data processing using
Rapid Miner software version 9.7.002.

Data analysis results and conclusions are implemented in the field which is very useful and helps
institutions, especially educational institutions, in predicting their students will get scholarships and
not get scholarships.

I11. Result and Discussion

A. Results of Clustering Data Processing Using the K-Means Method
The initial data that has been collected consisting of 6 attributes and 100 data records can be seen
in Table 2 below:

The result of the research can be presented in the form of tables, graphs or figures. They can be
compiled with written text to build a discussion of the findings, that is about the new, the
modification or the established theory.

Table 2. Preliminary data

Number of Father's Mother's Grade Point
No BP Number Name Dependent Income (Rp. Income (Rp. Average
Parents (Person) / Month) / Month) (GPA)

1 17101152600027  Williem Kusnedi T 4 2.000.000 0 333

2 18101152600007 Wira Wahyuni 4 800.000 0 2,86

3 18101152600020 Raesa Islamiati 2 1.000.000 0 387

4 18101152600022 Yogi Hensyah 3 1.500.000 0 342

5 18101152600029 Wirda Jihadita 4 1.500.000 0 374
100 17101152610444  Admel Brina 5 2.000.000 500.000 325

After processing data on testing data which is the initial data after being collected as in table 2

above with the K-Means method using the Rapid Miner application, dfjclustering is obtained.

Data clustering was carried out on all data attributes, namely attributes of father's income (IDIgF)
month), mother's income (IDR / month), cumulative grade point average (GPA). The attributes of

the father's income @i mother's income are combined into one attribute, namely parental income

(PO) by adding the father's and mother's income then dividing it iffjalf to get the average with

the aim of simplifying calculations. After combining the attributes of the father's income and the

mother's income into the parent's income, the data is converted into values 1, 2 3, and 4 using

table 3 below:

Table 3. Initial Data Conversion Guidelines

_@tegﬂry PO Qualification Codification

Category 4 < 112.000 4
Category 3 113.000 - 512.000 3
Category 2 513.000-912.000 2
Category 1 =913.000 1

Mardison etal (Prediction of Scholarship Recipients Using Hybrid Data Mining Method with Combination of K-Means
and C4.5 Algorithms)
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Below are the results of data conversion based on table 3 above as in table 4 below:

Table 4. Results of Data Conversion
No BP No PO IPK

1 17101152600027 3 3.33
2 18101152600007 3  3.27
3 18101152600020 1 3.35
4 18101152600022 3 34
5 18101152600029 3 335

100 17101152610444 3 3.1

After obtaining the converted data as iffiible 3 above, the next step is to cluster the data using the
K-Means algorithm. The steps for the K-Means algorithm are as follows:

Step 1. Determine the number of data clusters to be created; this is referred to as the value k. The
numf# of data groups determined in this study derived from the data in table 4 is as many as 2
data clusters, namely cluster 0 and cluster 1.

Step 2. Determine the centroid value randomly for each predetermined group. Below is the
centroid value for each cluster is shown in table 5 below:

Table 5. Clustering Results: Middle Value (Centroid Value)

No Attribute Cluster 0 Cluster 1
1 Parent’s Income 1.594 3.147
2 Cumulative Achievement Index (GPA) 3.361 3.322

Step 3. Determine the closest cluster center on each row of data with the centroid value, to

determine this value using the formula:

Apyciigean(% ¥) = ’Z(xi - ¥)?

dpuciidean(X1, 1) = (333 —31)2 + (3.27 — 3.1)%+ -+ (3.1 — 3.1)? = V40529 = 2.013

d100100,Y100) = VB =12 + (3 = 1)2+ -+ (3 —1)2 = \4.0289 = 2.007
Step 4. Determine the closest cluster for each row of data by comparing the closest distance values
that have been obtained in the previous process then updating the center value of the group using

the formula:

171.559

_N'4_
Cluster Center = Z — =100 - 1.72

Step 5. Repeating steps 3 to step 5 until there is no transfer of data for each row of data from one
group to another. The following table 6 shows the results of grouping data using the K-Means
algorithm:

Table 6. Data Clustering Results

No Cluster ltem Named

1 Cluster 0 32 Ttems Not Receipt Scolarship
2 Cluster 1 68 Items Receipt Scolarship

3 Totalltem 100 Items -

Mardison et.al ( Prediction of Scholarship Recipients Using Hybrid Data Mining Method with Combination of K-Means
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In order to produce data as shown in table 6 above requires a data processing block design using
the Rapid Miner application. Fig. 2 illustrates the block architecture:

Process
O Process » PP AR L3 eH
Tangungen Drtu Chustering Pertorman e
¥ o & =) (- g =
oo » ] o
v d “
v

Fig. 2. Block Architecture of K-Means Algorithm in Rapid Miner

So that the data can be seen visually in the form of clustering results so that we can find out what
kind of data grouping has been generated, a visualization view is needed as in Fig. 3 below:

Exampleset =

chuster_1 chuster 0
Fig. 3. Visualization View

B. Prediction Data Processing Results Using The C4.5 Method

The data that the researchers collected were 100 rows of datfpr 100 students who received
scholarships and did not receive scholarships in the previdf§ year. Data that has been grouped into
clusters are given names that describe the type of cluster. The following are the steps for the C4.5
algorithm:

Step 1. Determine the data attribute that will be used as the root node or prediction in the decision
tree and calculate the number of YES and NO values for each row of data. Below, in table 7 the data
that have been named YES and NO and the addition of the attributes of receiving a scholarship.

Table 7. Naming Data According to Clusters
No PO Clustering IPK Clustering Parents Status Receipt Scholarship

1 3 Low 3.33 Low Present Yes
2 3 Low 3.27 Low Present Yes
3 1 Hight 335 Low Present No
4 3 Low 34 Low Present Yes
5 3 Low 3.35 Low Present Yes
100 3 Low 3.1 Low Present Yes

Step 2. Determine the branch from the root (root) for each value after determining the root of the
decision tree by calculating the Gain value. The gain calculation formula is as follows:

n
IS;
Gain(s, A) = Entropy(S) — Z ITLI * Entropy(S;)
=1
Mardison etal (Prediction of Scholarship Recipients Using Hybrid Data Mining Method with Combination of K-Means
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Gain(P0,A) = 0.905 — (0.77 + 0.806) = 0.2844
Gain(IPK,A) = 0.905 — (0.94 % 0.925) = 0.0355
Gain(Status,A) = 0.905 — (0.78 0.977) = 0.1429

Step 3. Divide the cases for each existingaanch.
Step 4. For each branch, repeat steps 2-3 until all cases on the branch have the same class.

Because the calculation of the C4.5 algorithm is repeated with quite several iterations, it requires
data mining software to speed up and simplify calculations. The application used is the Rapid Miner
application version 9.7.002. Table 8 shows the results of prediction calculations using the C4.5
algorithm.

Table 8. Prediction Result Data

No True (YES) True (NO) Class Precision
1 pred. YES 5 4 55.56%
2 pred. NO 0 1 100.00%
3 class recall 100.00% 20.00%

4  pred. YES 5 4 55.56%

Accuracy: 60.00%

The prediction result data above can be presented in graphical form (plot view) so that you can easily
see the prediction results as shown in Fig. 4 below:

Fig. 4. Plot View of Predicted Data

Processing data on the Rapid Miner application requires a block design that describes the sequence
of data processing. To produce data as seen in table 7, table 8, and fig. 4, the data processing block
design using the Rapid Miner application can be seen in fig. 5 below:

. - - P =
b ol - ™ . .'; : % ....'.
< =i v
v
Data gy Mo
= v = - )
¥ - (e * -
- v
v

Fig. 5. Block Design C4.5 Algorithm in Rapid Miner

The outcomes of the Table 8 predictions may take the form of statistics or data conclusions. The data
is presented in the form of a summary decision tree text view below.

Tree

PO = LOW

| STATUS = PRESENT

| | GPA = LOW: YES {YES=Z, NO=0}

| | GPA = HIGHT: YES {YES5=41, NO=15}

| STATUS = NO: YES {YES=11l, NO=0}
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PO = VERY LOW: YES {YES=9, NO=0}
EO HIGHT: NO {YES=0, NO=12Z2}

The shape of the decision tree from the prediction results can be seen in fig. 6 below:

Pl
HIGHT Low VERY LOW
NO STATUS ves
— —
NOT PRESENT PRESENT
M GPA
—
HIGHT Low

- YES

Fig. 6. Decision Tree Prediction Method

C. Discussion 5

Based on the results @fifhe K-Means method clustering data processing using the Rapid Miner
applicatiofZf:cording to the data in table 2 it can be seen that from a total of 100 student data it is
made into two clusters, namely cluster 0 and cluster 1. Cluster 0 is defined as a scholarship recipient
and cluster 1 is not a scholarship recipient. It can be seen from the output that 32 students did not
receive scholarships and 68 students did receive scholarships.

Figure 2 is a design view, which is a block design view of clustering data processing for each
attribute. Each data attribute is clustered using the K-Means method in the Rapid Miner application.
From the far left is the read excel block which functions as a block for inputting excel data which
will be processed then the clustering block which functions to perform data grouping (clustering)
which is the performance block that functions to see the data processing capability.

Figure 3 is a visualization view, which is a visual display of data that has been grouped (clustering)
using the K-Means method which is visualized in the form of colored dots. The blue dots represent
the cluster 1 data group and the green dots are the 0 cluster data groups. The number of points on the
graph illustrsf8s the amount of data or students included in the data collected.

Based on the results o dictive data processing using the C4.5 method using the Rapid Miner
application, according to data in table 7, it can be seen that from a total of 100 student data
processed, 9 people received a YES score and 91 received a NO.

Figure 4 is a plot view, which shows a point in the form of a scholarship recipient's prediction.
The blue plot is the student who is predicted to receive a scholarship and the green plot is the student
who is predicted NOT to receive the scholarship. The number of points is the number of scholarship
recipients. In the plot, it can be seen that the predicted YES scholarship recipient is 9 people and the
predicted NOT tiffscholarship recipient is 1 person.

In Figure 5 is the C4.5 Method block design in the RapidMiner application. In the block design,
it can be seen that the RapidMiner application requires data input in the first block then the data that
has been inputted is split into 2 blocks. namely the decision tree block and the application model
block which are then combined back into the final block, namely the performance block to determine
the accuracy of the data.

In Figure 6. the decision tree can be seen that in predicting the process flow is by training the
parents first (PO), namely low, very low, high. If the parents 'income is low, then look at the status
of the students' parents whether they still exist or not. If the parents are still there, then see if the GPA
is high or low. If high, the student will receive a scholarship.

Mardison etal (Prediction of Scholarship Recipients Using Hybrid Data Mining Method with Combination of K-Means
and C4.5 Algorithms)
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Iv. f‘muclusiﬂns and Recomendations

Based on the findings offfihe study and the discussion that follows, it can be concluded that data
clusterinfijvill yield good results if the k value (number of clusters) is chosen in the appropriate
amount. If the number of clusters is too large, the results of the clustering will not be good. In making
data predictions, the data should be converted into polynomial data or given a name first according to
the data group (cluster) so that the resulting decision tree is easy to see and analyze. Also, out of 100
students whose data were processed, 9 (9%) were predicted to receive scholarships and 91 (91%) did
not receive scholarships.

Based on the conclusions obtained, several things are suggested for future research, namely: We
recommend that you use more attributes than we have done so that the results of the clustering and
prediction that are carried out are better. We recommend that the data attribute for clustering with the
K-Means method is in the form of numerical data and then the results are used as polynomial data so
tha& can be used for the prediction of the C4.5 method.

After the text edit has been completed, the paper is ready for the template. Duplicate the template
file by using the Save As command, and use the naming convention prescribed by your conference
for the name of your paper. In this newly created file, highlight all of the contents and import your
prepared text file. You are now ready to style your paper; use the scroll-down window on the left of
the MS Word Formatting toolbar.
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