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**BAB I**

**PENDAHULUAN**

* 1. **Latar Belakang**

Perkembangan teknologi dari tahun ke tahun sangat pesat perkembangannya, tidak dipungkiri teknologi pada saat ini sudah merambah diberbagai aspek kehidupan. Teknologi sangat membantu pekerjaan manusia di berbagai bidang namun juga harus didorong dengan SDM yang mumpuni. Teknologi informasi adalah suatu teknologi yang digunakan untuk mengolah data meliputi ; memproses, mendapatkan, menyusun, menyimpan, memanipulasi data dengan berbagai cara untuk menghasilkan informasi yang berkualitas.

Jarigan Syaraf Tiruan adalah sistem komputasi dengan arsitektur dan operasinya berasal dari pengetahuan tentang sel saraf biologi di dalam otak. Jaringan Syaraf Tiruan dapat digambarkan sebagai model matematis dan komputasi untuk fungsi *aproksimasi nonlinier,* klasifikasi data, *cluster* dan *regresi non parametic* atau sebagai sebuah simulasi dari koleksi model saraf biologi (Citec Journal), Volume 2 Nomor 10, 1 November 2015, ISSN 2354-5771.

*Backpropagation* merupakan sebuah metode sistematik untuk pelatihan multilayer Jaringan Syaraf Tiruan. Metode ini memiliki dasar matematis yang kuat, obyektif, selain itu algoritma ini memiliki bentuk persamaan dan nilai koefisien dengan cara meminimalisasi jumlah kuadrat galat *error* melalui *training set*. Model jaringan ini banyak digunakan untuk diaplikasikan pada penyelesaian suatu masalah berkaitan dengan *identifikasi*, prediksi, pengenalan pola dan sebagainya. Pada latihan yang berulang–ulang, algoritma ini akan menghasilkan unjuk kerja yang lebih baik. (Journal Teknologi Informasi), Volume 10 Nomor 2, Oktober 2014, ISSN 1414-9999.

 *Cryptocurrency* yaitu mata uang *virtual* yang digunakan sebagai mata uang alternatif yang bersifat *desentralisasi*. Artinya tidak ada satupun pihak yang mengatur baik dari pemerintah atau si pencetus *Cryptocurrency* itu sendiri. Oleh karena itu nilai *Cryptocurrency* tidak dapat dipengaruhi jika terjadi *inflasi* yang di sebabkan oleh bank *central*. Nilai *Cryptocurrency* di tentukan oleh peminat, penawaran dan permintaan di pasar, seperti halnya dengan emas ataupun logam mulia lainnya. Konsep dasar *bitcoin* yaitu membuat sistem *decentralized authority transaction* tanpa adanya pihak ketiga yang dapat melakukan *verifikasi* dengan menggunakan konsep *digital signature* pada setiap transaksi (Nakamoto, 2008). Koin elektronik merupakan sebuah nilai nominal yang dapat di transaksikan, dimana koin digital ini merupakan sebuah rangkaian *digital signature* yang saling terhubung (IJNS), Volume 4 No 4, 2015, ISSN 2302-5700.

 Memprediksi adalah meramal secara khusus tentang apa yang akan terjadi pada observasi yang akan datang (Abruscato.1988) atau membuat perkiraan kejadian atau keadaan yang akan datang yang diharapkan akan terjadi (Carin.1992). Dengan memprediksi kita akan mendapatkan gambaran tentang sebuah hal atau suatu nilai pada masa yang akan datang. Disini penulis akan memprediksi harga dari suatu mata uang *Cryptocurrency* yaitu *bitcoin*. Penelitian prediksi harga *bitcoin* ini akan menggunakan Jaringan Syaraf Tiruan dengan metode *backpropagation*.

* 1. **Rumusan Masalah**

Berdarasarkan latar belakang diatas, maka dapat dirumuskan beberapa masalah:

1. Bagaimana merancang Jaringan Syaraf Tiruan dapat digunakan untuk melakukan proses prediksi harga *bitcoin*?
2. Bagaimana membangun Jaringan Syaraf Tiruan dengan menggunakan metode *backpropagation* untuk memprediksi harga *bitcoin*?
3. Bagaimana pengimplementasian sistem aplikasi Jaringan Syaraf Tiruan berbasis web dapat membantu para *trader bitcoin* untuk mendapatkan informasi mengenai harga *bitcoin* untuk satu jam kedepan?
	1. **Hipotesa**

Dari rumusan masalah diatas, dapat ditarik beberapa hipotesa :

1. Dengan merancang Jaringan Syaraf Tiruan diharapkan dapat melakukan proses prediksi harga *bitcoin*.
2. Dengan membangun Jaringan Syaraf Tiruan menggunakan metode *backpropagation* diharapkan dapat memprediksi harga *bitcoin*.
3. Dengan mengimplementasikan sistem aplikasi Jaringan Syaraf Tiruan berbasis web diharapkan mempermudah para *trader bitcoin* mendapatkan informasi prediksi harga *bitcoin* untuk satu jam kedepan.
	1. **Batasan Masalah**

Untuk menghindari meluasnya pokok pembahasan, maka dalam penelitian ini penulis membatasi permasalahan yang ada yaitu :

1. Data yang digunakan adalah data harga *bitcoin* pada www.bitcoin.co.id
2. Metode pengenalan pola yang digunakan adalah Jaringan Syaraf Tiruan dengan pola yang didapat dari data 12 jam kebelakang.
3. Metode yang digunakan dalam penelitian adalah metode *backpropagation.*
4. Sistem ini dibangun dengan menggunakan bahasa pemrograman PHP dan MySQL.
	1. **Tujuan Penelitian**

Dalam penelitian ini penulis memiliki beberapa tujuan yang ingin dicapai adapun tujuan tersebut:

1. Merancang sistem aplikasi Jaringan Syaraf Tiruan bertujuan untuk memprediksi harga *bitcoin* pada satu jam kedepan.
2. Memberikan refensi harga *bitcoin* untuk satu jam kedepan bagi para *trader bitcoin* melalui *website* yang akan dibuat.
3. Menganalisa tingkat akurasi prediksi harga *bitcoin* yang dihasilkan melalui perhitungan dengan Jaringan Syaraf Tiruan menggunakan metode *backpropagation.*
	1. **Manfaat Penelitian**
4. Membantu para investor supaya memiliki bahan pertimbangan dalam membeli atau menjual *bitcoin* mereka.
5. Membantu para *trader bitcoin* supaya mereka akan lebih cepat dalam menganalisa pergerakan harga *bitcoin*.

Membantu perusahaan-perusahaan yang bergerak dibidang *Cryptocurrency* sebagai sarana pertimbangan untuk pengelolaan *bitcoin* yang mereka miliki.

**BAB II**

**LANDASAN TEORI**

**2.1 Rekayasa Perangkat Lunak**

Rekayasa perangkat lunak adalah disiplin ilmu yang menangani perancangan, pembuatan dan pemeliharaan suatu perangkat lunak dengan memakai sistem atau prinsip aturan tertentu yang sistematis untuk menghasilkan sebuah perangkat lunak yang sesuai dengan kebutuhan nyata pemakai dengan tingkat fungsi dan efisiensi yang maksimal.

* + 1. **Definisi Perangkat Lunak**

Perangkat lunak (*software*) adalah sebuah program komputer yang terasosiasi dengan dokumentasi perangkat lunak seperti dokumentasi kebutuhan, model desain, dan cara penggunaan (*user manual*). Sebuah program komputer tanpa terasosiasi dengan dokumentasinya maka belum dapat disebut perangkat lunak. Sistem berarti kumpulan komponen yang saling terkait dan mempunyai satu tujuan yang ingin disapai (Rosa A.S. dkk, 2013, p.2).

Perangkat lunak juga memunyai karakter diantaranya sebagai berikut (Rosa A.S. dkk 2013, p.2) :

1. Perangkat lunak dibangun dengan rekayasa (*software engineering*) bukan diproduksi secara manufaktur atau pabrikan.
2. Perangkat lunak tidak pernah usang (“*wear out*”) karena kecacatan dalam perangkat lunak dapat diperbaiki.
3. Barang produksi pabrikan biasanya komponen barunya aka terus diproduksi, sedangkan perangkat lunak dapat diperbaiki.

Rekayasa Perangkat Lunak lebih fokus pada bagaimana membuat perangkat lunak yang memenuhi kriteria sebagai berikut :

1. Dapat terus dipelihara setelah perangkat lunak selesai dibuat seiring berkembangnya teknologi dan lingkungan *(Maintainability)*.
2. Dapat diandalkan dengan proses bisnis yang dijalankan dan perubahan yang terjadi (*Dependability* dan *Robust* ).
3. Efisien dari segi sumber yang digunakan.
4. Kemampuan untuk dipakai sesuai dengan kebutuhan *(usability).*
	* 1. **Sejarah Rekayasa Perangkat Lunak**

Perangkat lunak muncul akibat adanya krisis perangkat lunak (software crisis) yang terjadi pada tahun 1960. Krisis perangkat lunak merupakan akibat langsung dari lahirnya komputer generasi ke-3 yang canggih, ditandai dengan penggunaan *Integrated Circuit* (IC) untuk komputer. Performansi perangkat keras (*hardware*) yang meningkat, membuat adanya kebutuhan untuk memproduksi perangkat lunak yang lebih baik. Akibatnya perangkat lunak yang dihasilkan menjadi beberapa kali lebih besar dan kompleks. Pendekatan informal yang digunakan pada waktu itu dalam pengembangan perangkat lunak, menjadi tidak cukup efektif (secara *cost*, waktu dan kualitas). Biaya hardware mulai jatuh dan biaya perangkat lunak menjadi naik cepat. Karena itulah muncul pemikiran untuk menggunakan pendekatan *engineering* yang lebih pasti, efektif, standars dan terukur dalam pengembangan perangkat lunak (Richard Situmorang, 2014).

* + 1. **Tujuan Rekayasa Perangkat Lunak**

Secara umum, tujuan rekayasa perangkat lunak tidak berbeda dengan bidang rekayasa yang lain. Hal ini dapat kita lihat pada Gambar 2.1 di bawah ini :



*Sumber : Cecep Lupi Hepyan, Erwin Gunadhi, dan Rina Kurniawati, 2012*

**Gambar 2.1 Tujuan Rekayasa Perangkat Lunak**

Dari Gambar di atas dapat diartikan bahwa bidang rekayasa akan selalu berusaha menghasilkan output yang kinerjanya tinggi, biaya rendah dan waktu penyelesaian yang tepat. Secara lebih khusus kita dapat menyatakan tujuan rekayasa perangkat lunak adalah (Cecep Lupi Hepyan, Erwin Gunadhi, dan Rina Kurniawati, 2012):

1. Memperoleh biaya produksi perangkat lunak yang rendah.
2. Menghasilkan perangkat lunak yang kinerjanya tinggi, handal dan tepat waktu.
3. Menghasilkan perangkat lunak yang dapat bekerja pada berbagai jenis platform.
4. Menghasilkan perangkat lunak yang biaya perawatannya rendah.
	* 1. **Tujuan Rekayasa Perangkat Lunak**

Proses-proses yang dilakukan dalam rekayasa perangkat lunak secara garis besar adalah sebagai berikut :



*Sumber : Rekayasa Perangat Lunak, Rosa A.S dkk,2013*

**Gambar 2.2 Tahapan Umum Rekayasa Perangkat Lunak**

Proses-proses pada gambar diatas dapat dilakukan berulang kali sampai perangkat lunak memenuhi kebutuhan pelanggan atau user. Untuk membangun perangkat lunak yang benar-benar baik maka diperlukan tahapan-tahapan rekayasa perangkat lunak. Perangkat lunak yang dibangun tanpa melalui tahapan rekayasa perangkat lunak yang baik maka akan seperti membuat baju tanpa pola dan rencana model baju yang baik (Rosa A.S. dkk, 2013, p.9).

Rekayasa perangkat lunak terdiri beberapa kegiatan yang harus dilakukan. Jika tahapan-tahapan tersebut tidak dilalui dengan baik, hampir bisa dipastikan perangkat lunak yang dihasilkan tidak akan mempunyai kualitas yang baik. Jadi tidak ada perangkat lunak yang bisa dihasilkan dengan baik hanya dengan satu malam seperti mitos pembuatan candi Prambanan araupun mitos pembuatan gunung Tangkuban Perahu (Rosa A.S. dkk, 2013, p.10).

Proses perangkat lunak (*Software Process*) adalah sekumpulan aktifitas yang memiliki tujuan untuk mengembangkan atau mengubah perangkat lunak. Secara umum proses perangkat lunak terdiri dari :

1. Pengumpulan Spesifikasi ( *Specification* )

Mengetahui apa saja yang harus dapat dikerjakan sistem perangkat lunak dan batasan pengembangan perangkat lunak.

1. Pengembangan (*Development*)

Pengembangan perangkat lunak untuk menghasilkan sistem perangkat lunak.

1. Validasi (*validation*)

Mamariksa apakah perangkat lunak sudah memnuhi keinginan pelanggan (*Costumer*)

1. Evalusi (*Evalution*)

Mengubah perangkat lunak untuk memenuhi perubahan kebutuhan pelanggan (*Custumer)* (Rosa A.S. dkk, 2013, p.11).

* + 1. ***Software Develompent life Cycle* (SLDC)**

Awal pengembanganya seorang programmer langsung melakukan pengodingan perangkat lunak tanpa menggunakan prosedur atau tahapan pengembangan perangkat lunak.

SLDC atau *Software Development Life Cycle* adalah proses pengembangan atau mengubah suatu sistem perangkat lunak dengan menggunakan model-model dan metodologi yang digunakan orang untuk mengembangkan sistem-sistem perangkat lunak sebelumnya (berdasarkan *best practice* atau cara-cara yang sudah teruji baik) (Rosa A.S. dkk, 2013, p.26).

* + 1. **Model SDLC**

SDLC memiliki bebeapa model dalam penerapan tahapan prosesnya. Beberapa model dasar SDLC antara lain :

* + - 1. ***Model waterfal***

Model SDLC air terjun *(waterwall)*sering juga disebut model sekuensial linier (*sequential linier* atau alur hidup klasik *(classic life style).* Model air terjun menyediakan pendekatan alur hidup perangkat lunak secara sekuensial atau terurut dimulai dari analisis, desain pengkodean, pengujian, dan tahap pendukung *(support).*



*Sumber : Rekayasa Perangat Lunak, Rosa A.S dkk,2013*

**Gambar 2.3 Model Watefall**

1. Analisis kebutuhan Perangkat Lunak

Proses pengumpulan dilakukan dengan secara intensif untuk menspesifikasikan kebutuhan perangkat lunak agar dapat dipahami perangkat lunak seperti apa yang dibutuhkan oleh *user.* Spesifikasi kebutuhan perangkat lunak pada tahap ini perlu untuk didokumentasikan.

1. Desain

Desain perangkat lunak adalah proses multi langkah yang focus pada desain pembuatan program perangkat lunak terlamasuk struktur daya, arsitektur perangkat lunak, representasi antar muka, dan prosedur pengkodean. Tahap ini mentranslasi kebutuhan perangkat lunak dari tahap analisis kebutuhan ke representasi desain agar dapat diimplementasikan menjadi program pada tahap selanjutnya. Desain perangkat lunak yang dihasilkan pada tahap ini juga perlu di dokumentasikan.

1. Pembuatan kode Program

Desain harus ditranslasikan ke dalam program perangkat lunak. hasil dari tahap ini program komputer sesuai dengan desain yang telah dibuat pada tahap desain.

1. Pengujian

Pengujian focus pada perangkat lunak secara dari segi lojik dan fungsional dan memastikan bahwa semua bagian sudah diuji. Hal ini dilakukan untuk meminimalisir kesalahan *(error).* Dan memastikan keluaran *(output)* yang dihasilkan sesuai dengan yang diinginkan.

1. Pendukung *(support)* atau pemeliharaan *(maintenance)*

Tidak menutup kemungkinan sebuah perangkat lunak mengalami perubahan ketika sudah dikirim ke user. Perubahan bias terjadi karena adanya kesalahan yang muncul dan tidak terdeteksi saat pengujian atau perangkat lunak harus beradaptasi dengan lingkungan baru.

***2.1.6.2 Model Prototipe***

Model *Prototipe* dapat digunakan untuk menyambungkan ketidak pahaman pelanggan mengenai hal teknis dan memperjelas spesifikasi kebutuhan yang diinginkan pelanggan kepadapengembang perangkat lunak(Rosa A.S. dkk, 2013,pp.31-32).

Model *Prototipe(prototyping model)* dimulai dari mengumplkan kebutuhan pelanggan terhadap perangkat lunak yang akan dibuat. Lalu dibuatlah program *Prototipe* agar pelanggan lebih terbayang dengan apa yang sebenarnya diinginkan. Program *Prototipe* biasanya program yang belum jadi. Program ini biasanya menyediakan tampilan dengan simulasi alur perngkat lunak sehingga tampak seperti perangkat lunak yang sudah jadi. Program *Prototipe* ini dievaluasi oleh pelanggan atau *user* sampai ditemukan spesifikasi yang sesuai dengan keinginan pelanggan atau *user.*



*Sumber : Rekayasa Perangat Lunak, Rosa A.S dkk,2013*

**Gambar 2.4 Model *Prototype***

*Mock-up* adalah suatu yang digunakan sebagai model desain yang digunakan untuk mengajar, demontrasi, evaluasi desain, promosi, atau keperluan lain. Sebuah *mock-up* disebut sebagai *Prototipe* perangkat lunak jika menyediakan atau mampu mendemonstrasikan sebagian besar fungsi sistem perangkat lunak dan memungkinkan penguji desain sistem perangkat lunak. iterasi terjadi pada pembuatan *Prototipe* sampai sesuai keinginan pelanggan (*customer*) atau *user.*

* + - 1. ***Model Rapid Application Development* (RAD)**

*Rapid Application Development* (RAD) adalah model proses pengembangan perangkat lunak yang bersifat *inkremental* terutama untuk waktu pengerjaan yang pendek. Model RAD adalah adaptasi dari model air terjun versi kecepatan tinggi dengan menggunakan model air terjun untuk pengembangan setiap komponen perangkat lunak. jika dibutuhkan perangkat lunak dibatasi dengan baik sehingga tim dapat menyelesaikan pembuatan perangkat lunak dengan waktu yang pendek. Model RAD membagi tim pengembang menjadi beberapa tim untuk mengerjakan beberapa kmponen masing-masing tim pengerjaan dapat dilakukan paralel. Model RAD dapat dilihat pada gambar 2.3 ( Rosa A.S. dkk, 2013, p.35).



*Sumber : Rekayasa Perangat Lunak, Rosa A.S dkk,2013*

**Gambar 2.5 Model RAD**

1. Pemodelan Bisnis

Pemodela yang dilakukan untuk memodelkan fungsi bisnis untuk mengetahui informasi apa yang terkait proses bisnis informasi apa saja yang harus dibuat, siapa yang harus membuat informasi itu, bagaimana alur informasi itu, proses apa saja yang terkain informsi itu.

1. Pemodelan data

Memodelkan daya apa saja yang dibutuhkan berdasarkan pemodelanbisnis dan mendefinisikan atribut-atributnya beserta relasinya dengan data-data yang lain.

1. Pemodelan proses

Mengimplemensikan fungsi bisnis yang sudah definisikan terkait dengan pendefinisian data.

1. Pebuatan aplikasi

Mengimplementasikan pemodelan proses dan data menjadi program. Model RAD sangat menganjukan pemakaian komponen yang sudah ada jika dimungkinkan.

1. Pengujian dan pergantian

Menguji komponen-komponen yang dibuat. Jika sudah teruji maka tim pengembangang komponen dapat berakjak untuk mengembangkan komponen berikutnya.

* + - 1. ***Model Iteratif***

Model *Iteratif* (*iterative model*) mengkombinasikan proses-proses pada model air terjun dan iteratif pada model *Prototipe*. Model *inkremental* akan menghasilkan versi-versi perangkat lunak yang sudah mengalami penambahan fungsi untuk setiap pertambahannya.



*Sumber : Rekayasa Perangat Lunak, Rosa A.S dkk,2013*

**Gambar 2.6 Model *Iteratif***

* + - 1. **Model Spiral**

Model *Spiral* (*spiral model*) memasangkan iterative pada model *Prototipe* dengan kontrol dan aspek sistematis yang diambil dari model air terjun. Model *Spiral* menyediakan pengembangan dengan cara cepat dengan perangkat lunak memiliki versi yang terus bertambah fungsinya *(increment).*

Pada iterasi awal maka yang dihasilkan adalah *Prototipe* sedangkan pada iterasi akhir yang dihasilkan adalah perangkat lunak yang sudah lengkap. Model *Spiral* dibagi menjadi beberapa kerangka aktifitas atau disebut juga wilayah kerja (*task region*) antara lain ( Rosa A.S. dkk, 2013, pp.39-40):

1. Komunikasi dengan pelanggan *(customer communication)*

Aktifitas ini diperlukan untuk membangun komunikasi yang efektif antara pengembang (*developer*) dan pelanggan (*customer*).

1. Perencanaan (*planning*)

Aktifitas ini diperlukan untuk mendefinisikan sumber daya, waktu, dan informasi yang terkain dengan proyek.

1. Analisis risiko (*risk analysis*)

Aktifitas ini diperlukan untuk memperkirakan risiko dari segi teknis maupun manajemen.

1. Rekayasa (*engineering*)

Aktifitas ini diperlukan untuk membangun satu atau lebih representasi dari aplikasi perangkat lunak (dapat juga berupa *Protitipe*).

1. Kontruksi dan peluncuran (*contruction and release*)

Aktifitas ini dibutuhkan untuk mengkontruksi, menguji, melakukan instalasi, dan menyediakan dukungan terhadap *user* (misalnya dari segi dokumentasi dan pelaihan).

1. Evaluasi pelanggan (*customer evaluation*)

Aktifitas ini dibutuhkan untuk mendapatkan umpan balik berdasarkan evaluasi *representasi* perangkat lunak yang dihasilkan dari proses rekayasa dan diimplementasikan pada tahap *instalasi*.

* 1. ***Unified Modeling Languange*  (UML)**

*Unified Modelling Language* (UML) telah menjadi standar dalam industri untuk *visualisasi*, merancang dan mendokumentasikan sistem piranti lunak. UML menawarkan sebuah standar untuk merancang model sebuah sistem. Dengan menggunakan UML dapat dibuat model untuk semua jenis aplikasi piranti lunak, dimana aplikasi tersebut dapat berjalan pada piranti keras, sistem operasi dan jaringan apapun, serta ditulis dalam bahasa pemrograman apapun. Tetapi karena UML juga menggunakan *class* dan operation dalam konsep dasarnya, maka lebih cocok untuk penulisan piranti lunak dalam bahasa berorientasi objek seperti C++, Java, atau VB. NET (JTI DINAMIK), Vol.XIV, No.1, Januari 2009, ISSN 0854-9524.

**2.2.1 Pengertian UML**

UML (*Unified Modelling Languange*) adalah suatu alat bantu yang sangat handal didunia pengembangan sistem yang berorientasi objek. Hal ini disebabkan karena UML menyediakan bahasa pemodelan visual yang memungkinkan bagi pengembang sistem untuk membuat cetak biru atau visi mereka dalam bentuk yang baku, mudah dimengerti serta dilengkapi dengan mekanisme uang efektif untuk berbagi (*sharing*) dan mengkomunikasikan rancangan mereka dengan yang lain (Munawar, 2005)

UML dapat juga disebut sebagai sekumpulan pemodelan konvensi yang digunakan untuk menentukan atau menggambarkan sebuah sistem perangkat lunak dalam kaitannya dengan objek (Whitten, 2004, p430).

* + 1. **Sejarah UML**

Bahasa pemrograman berorientasi objek yang pertama dikembangkan dikenal dengan nama Simula-67 yang dikembangkan pada tahun 1967. Bahasa pemrograman ini kurang berkembang dan dikembangkan lebih lanjut, namun dengan kemunculannya telah memberikan sumbangan yang besar pada *developer* pengembang bahasa pemrograman berorientasi objek selanjutnya. Pada tahun 1980-an berkembang bahasa pemrograman *smalltalk* yang kemudian diikuti dengan pekembangan bahasa pemrograman berorientasi objek yang lainnya seperti C objek, C++, Eiffel, dan CLOS. Sekitar lima tahun setelah Smalltalk berkembang, maka berkembang pula metode pengembangan berorientasi objek. Metode yang pertama diperkenalkan oleh Sally Shlaer dan Stephen Mellor (Shlaer-Mellon, 1988) dan Pater Coad dan Edward Yourdon (Coad-Yourdon, 1991), diikuti oleh Grady Booch (Booch, 1991), James R. Rumbaugh, Michael R. Blaha, William Lorensen, Frederick Eddy, William Premerlani (Rumbaugh-Blaha-Premerlani-Eddy-Lorensen, 1991), dan masih banyak lagi.

Buku terkenal yang juga berkembang selanjutnya adalah karangan Ivan Jacobson (Jacobson, 1992) yang menerangkan perbedaan pendekatan yang focus pada *use case* dan proses pengembangan. Sekitar lima tahun kemudian muncul buku yang mengenai metedologi berorientasi objek yang diikuti dangan buku-bukuyang lainnya. Di dalamnya juga membahas mengenai konsep, definisi, notasi, terminologi, dan proses metodologi berorientasi objek.

Karena banyaknya metodologi-metodologi yang berkembang pesat saat itu, maka muncullah ide untuk membuat sebuah bahasa yang dapat dimenger semua orang. Usaha panyatuan ini banyak mengambil dari metodologi-metodologi yang bekembang saat itu. Maka dibuat bahasa yang merupakan gabungan dari beberapa konsep seperti konsep *Object Modelling Technique* (OTM) dari Rumbaugh dan Booch (1991), konsep *The Classes, Responsibilities, Collosburators* (CRC) dari Rebecca Wirfs-Brock (1990), konsep pemikiran Ivan Jacobson, dan beberapa konsep lainnya dimana James R. Rumbaigh, Grady Booch, dan Ivan Jacobson bergabung dalam sebuah perusahaan yang bernama *Rational Software Corporation* menghasilkan bahasa yang disebut dengan *Unifield Modeling Languange* (UML)(Rosa A.S. dkk, 2013, pp.139-140):

* + 1. **Diagram UML**

Dalam *Unifield Modeling Languange*(UML) terdapat beberapa jenis diagram, diantaranya adalah :

* + - 1. ***Use-Case Diagram***

Merupakan pemodelan untuk kelakuan (*behavior*) sistem informasi yang akan dibuat. Diagram ini berguna untuk menggambarkan interaksi antara pengguna dengan sebuah perangkat lunak. ada dua hal utama pada *use-case* yaitu(Rosa A.S. dkk, 2013, p.155):

1. Aktor merupakan orang, proses, atau sistem lain yang berinteraksi dengan sistem informasi yang akan dibuat di luar sistem informasi yang akan dibuat sendiri, jadi walaupun symbol dari aktor adalah gambar orang, tapi aktor belum tentu merupakan orang.
2. *Use-case* merupakan fungsionalitas yang disediakan sistem sebaga unit-unit yang saling bertukar peran antar unit atau aktor.

Berikut adalah sismbol-simbol yang ada pada *use-case diagram* :

**Tabel 2.1 Simbol *Use-Case Diagram***

|  |  |  |  |
| --- | --- | --- | --- |
| **NO** | **GAMBAR** | **NAMA** | **KETERANGAN** |
| 1 |  | *Actor* | Menspesifikasikan himpuan peran yang pengguna mainkan ketika berinteraksi dengan *use case*. |
| 2 |  | *Dependency* | Hubungan dimana perubahan yang terjadi pada suatu elemen mandiri *(independent)* akan mempengaruhi elemen yang bergantung padanya elemen yang tidak mandiri (*independent*). |
| 3 |  | *Generalization* | Hubungan dimana objek anak (*descendent*) berbagi perilaku dan struktur data dari objek yang ada di atasnya objek induk (*ancestor*). |
| 4 |  | *Include* | Menspesifikasikan bahwa *use case* sumber secara *eksplisit*. |
| 5 |  | *Extend* | Menspesifikasikan bahwa *use case* target memperluas perilaku dari *use case* sumber pada suatu titik yang diberikan. |
| 6 |  | *Association* | Apa yang menghubungkan antara objek satu dengan objek lainnya. |
| 7 |  | *System* | Menspesifikasikan paket yang menampilkan sistem secara terbatas. |
| 8 |  | *Use Case* | Deskripsi dari urutan aksi-aksi yang ditampilkan sistem yang menghasilkan suatu hasil yang terukur bagi suatu aktor |
| 9 |  | *Collaboration* | Interaksi aturan-aturan dan elemen lain yang bekerja sama untuk menyediakan prilaku yang lebih besar dari jumlah dan elemen-elemennya (sinergi). |
| 10 |  | *Note* | Elemen fisik yang eksis saat aplikasi dijalankan dan mencerminkan suatu sumber daya komputasi |

*Sumber : Rekayasa Perangat Lunak, Rosa A.S dkk,2013*

* + - 1. ***Class Diagram***

*Class diagram* menggambarkan struktur sistem dari segi pendefinisian kelas-kelas yang akan dibuat untuk membangun sistem. Kelas memiliki apa yang disebut atribut dan metode atau operasi.

Kelas-kelas yang ada pada struktur sistem harus dapat melakukan fungsi-fungsi sesuai dengan kubutuhan sistem sehingga pembuat perangkat lunak atau programmer dapat membuat kelas-kelas didalam program perangkat lunak sesuai dengan perancangan diagram kelas. Susunan struktur kelas yang baik pada diagram kelas sebaiknya memiliki jenis-jenis kelas berikut :

1. Kelas main

Kelas yang memiliki fungsi awal dieksekusi ketika sistem dijalankan.

1. Kelas yang menangani tampilan sistem (*view*)

Kelas yang mendefinisikan dan mengatur tampilan ke pemakai.

1. Kelas yang diambil dari pendefinisian *Use-Case (controller)*

Kelas yang menangani fungsi-fungsi yang harus ada diambil dari pendefinisian *Use-case*, kelas ini biasanya disebut dengan kelas proses yang menangani proses bisnis pada perangkat lunak.

1. Kelas yang diambil dari pendefinisian data (*model*)

Kelas yang digunakan untuk memegang atau membungkus data menjadi subuah sesatuan yang diambil maupun akan disimpan ke basis data.

Berikut adalah symbol-simbol yang ada pada *class diagram :*

**Tabel 2.2 Simbol *Class Diagram***

|  |  |  |  |
| --- | --- | --- | --- |
| **NO** | **GAMBAR** | **NAMA** | **KETERANGAN** |
| 1 |  | *Generalization* | Hubungan dimana objek anak *(descendent)* berbagi perilaku dan struktur data dari objek yang ada di atasnya objek induk (*ancestor*). |
| 2 |  | *Nary Association* | Upaya untuk menghindari asosiasi dengan lebih dari 2 objek. |
| 3 |  | *Class* | Himpunan dari objek-objek yang berbagi atribut serta operasi yang sama. |
| 4 |  | *Collaboration* | Deskripsi dari urutan aksi-aksi yang ditampilkan sistem yang menghasilkan suatu hasil yang terukur bagi suatu actor |
| 5 |  | *Realization* | Operasi yang benar-benar dilakukan oleh suatu objek. |
| 6 |  | *Dependency* | Hubungan dimana perubahan yang terjadi pada suatu elemen mandiri *(independent)* akan mempegaruhi elemen yang bergantung padanya elemen yang tidak mandiri |
| 7 |  | *Association* | Apa yang menghubungkan antara objek satu dengan objek lainnya |

*Sumber : Rekayasa Perangat Lunak, Rosa A.S dkk,2013*

* + - 1. ***Activity Diagram***

Diagram activitas atau *activity diagram* menggambarkan *workflow* (aliran kerja) atau aktivitas dari sebuah sistem atauproses bisnis atau menu yang ada pada perangkat lunak. yang perlu diperhatikan disini adalah bahwa diagram aktivitas menggambarkan aktivitas sistem bukan apa yang dilakukan aktor, jadi aktivitas yang dapat dilakukan oleh sistem (Rosa A.S. dkk, 2013, p.161).

Diagram aktivitas juga banyak digunakan untuk mendefinisikan hal-hal berikut:

1. Rancangan proses bisnis dimana setiap urutan aktivitas yang digambarkan merupakan proses bisnis sistem yang didefinisikan.
2. Urutan atau pengelompokan dari tampilan dari sistem / *userinterface* dimana setiap aktivitas dianggap memiliki sebuah rancangan antarmuka tampilan.
3. Rancangan pengujian dimana setiap aktivitas dianggap memerlukan sebuah pengujian yang perlu didefinisikan kusus ujinya.
4. Rancangan menu yang ditampilkan pada perangkat lunak.

Berikut adalah simbol-simbol yang ada pada diagram aktivitas :

**Tabel 2.3 Simbol *Activity Diagram***

|  |  |  |  |
| --- | --- | --- | --- |
| **NO** | **GAMBAR** | **NAMA** | **KETERANGAN** |
| **1** |  | *Actifity* | Memperlihatkan bagaimana masing-masing kelas antarmuka saling berinteraksi satu sama lain |
| **2** |  | *Action* | State dari sistem yang mencerminkan eksekusi dari suatu aksi |
| **3** |  | *Initial Node* | Bagaimana objek dibentuk atau diawali. |
| **4** |  | *Actifity Final Node* | Bagaimana objek dibentuk dan dihancurkan |
| **5** |  | *Fork Node* | Satu aliran yang pada tahap tertentu berubah menjadi beberapa aliran |

*Sumber : Rekayasa Perangat Lunak, Rosa A.S dkk,2013*

* + - 1. ***Sequence Diagram***

Diagram sekuen menggambarkan kelakuan objek pada *Use-case* dengan mendeskripsikan waktu hidup objek dan *message* yang dikirimkan dan diterima antar objek. Oleh karena itu untuk menggambarkan diagram sekuen maka harus diketahui objek-objek yang terlibat dalam sebuah *Use-case* beserta metode-metode yang dimiliki kelas yang diinstansiasi menjadi objek itu. Membuat diagram sekuen juga dibutuhkan untuk melihat scenario yang ada pada *Use-case.*

Banyaknya diagram sekuen yang harus digambar adalah minimal sebanyak pendefinisian *Use-case* yang memiliki proses sendiri atau yang penting semua *Use-case* yang telah didefinisikan interaksi jalannya pesan sudah dicakup pada diagram sekuen sehingga semakin banyak *Use-case* yang didefinisikan maka diagram sekuen yang juga harus dibuat juga semakin banyak (Rosa A.S. dkk, 2013, p.165).

**Tabel 2.4 Simbol *Sequence Diagram***

|  |  |  |  |
| --- | --- | --- | --- |
| **NO** | **GAMBAR** | **NAMA** | **KETERANGAN** |
| 1 |  | *LifeLine* | Objek *entity*, antarmuka yang saling berinteraksi. |
| 2 |  | *Message* | Spesifikasi dari komunikasi antar objek yang memuat informasi-informasi tentang aktifitas yang terjadi |
| 3 |  | *Message* | Spesifikasi dari komunikasi antar objek yang memuat informasi-informasi tentang aktifitas yang terjadi |

*Sumber : Rekayasa Perangat Lunak, Rosa A.S dkk,2013*

* + - 1. ***Statechart Diagram***

*Statecart Diagram* atau dalam bahasa Indonesia disebut diagram mesin status atau sering juga disebut diagram status digunakan untuk menggambarkan perubahan status atau transisi status dari sebuah mesin sistem atau objek. Jika diagram sekuen dignakan untuk interaksi antar objek maka diagram status digunakan untuk interaksi di dalam sebuah objek. Perubahan tersebut digambarkan dalam suatu graf berarah. (Rosa A.S. dkk, 2013, p.163).

**Tabel 2.5 Simbol *Statechart Diagram***

|  |  |  |  |
| --- | --- | --- | --- |
| **NO** | **GAMBAR** | **NAMA** | **KETERANGAN** |
| 1 |  | *State* | Nilai atribut dan nilai link pada suatu waktu tertentu, yang dimiliki oleh suatu objek. |
| 2 |  | *Initial Pseudo State* | Bagaimana objek dibentuk atau diawali |
| 3 |  | *Final State* | Bagaimana objek dibentuk dan dihancurkan |
| 4 |  | *Transition* | Sebuah kejadian yang memicu sebuah state objek dengan cara memperbaharui satu atau lebih nilai atributnya |
| 5 |  | *Association* | Apa yang menghubungkan antara objek satu dengan objek lainnya. |
| 6 |  | *Node* | Elemen fisik yang eksis saat aplikasi dijalankan dan mencerminkan suatu sumber daya komputasi. |

*Sumber : Rekayasa Perangat Lunak, Rosa A.S dkk,2013*

* + - 1. ***Deployment Diagram***

Diagram *deployment* atau *deployment diagram* menunjukan konfigurasi komponen dalam proses eksekusi aplikasi. Diagram *deployment* juga dapat digunakan untuk memodelkan hal-hal berikut :

1. Sistem tambahan (*embedded system*) yang menggambarkan rancangan *device, node,* dan *hardware.*
2. Sistem *client/server* misalnya seperti gambar berikut :



*Sumber : Rekayasa Perangat Lunak, Rosa A.S dkk,2013*

**Gambar 2.7 Diagram *Deployment* Sistem *client/server***

1. Sistem terdistribusi murni.
2. Rekayasa ulang aplikasi.

Berikut adalah symbol-simbol yang ada pada diagram *deployment :*

**Tabel 2.6 Simbol *Deployment Diagram***

|  |  |  |  |
| --- | --- | --- | --- |
| **NO** | **GAMBAR** | **NAMA** | **KETERANGAN** |
| 1 |  | *komponen* | Pada deployment diagram, komponenkomponen yang ada diletakkan didalam node untuk memastikan keberadaan posisi mereka |
| 2 |  | *Node* | Node menggambarkan bagian-bagian hardware dalam sebuah sistem. Notasi untuk node digambarkan sebagai sebuah kubus 3 dimensi. |
| 3 |  | *Association* | Sebuah association digambarkan sebagai sebuah garis yang menghubungkan dua node yang mengindikasikan jalur komunikasi antara element-elemen hardware. |

*Sumber : Rekayasa Perangat Lunak, Rosa A.S dkk,2013*

* 1. **Kecerdasan Buatan / *Artificial Intelligence***

Kecerdasan Buatan (*Artificial Intelligence atau AI*) didefinisikan sebagai kecerdasan yang ditunjukkan oleh suatu entitas buatan. Sistem seperti ini umumnya dianggap komputer. Kecerdasan diciptakan dan dimasukkan ke dalam suatu mesin (komputer) agar dapat melakukan pekerjaan seperti yang dapat dilakukan manusia.

* + 1. **Definisi Kecerdasan Buatan**

Kecerdasan buatan (*Artificial Intelligence*) merupakan salah satu bagian dari ilmu komputer yang mempelajari bagaimana membuat mesin (komputer) dapat melakukan pekerjaan seperti dan sebaik yang dilakukan oleh manusia bahkan bisa lebih baik daripada yang dilakukan oleh manusia.

Menurut Jhon McCarthy, 1956, AI : untuk mengetahui dan memodelkan proses-proses berpikir manusia dan mendisain mesin agar dapat menirukan perilaku manusia cerdas berarti memiliki pengetahuan ditambah pengalaman, penalaran (bagaimana membuat keputusan dan mengambil tindakan), moral yang baik.

Manusia cerdas pandai dalam menyelesaikan permasalahan karena manusia mempunyai pengetahuan dan pengalaman. Pengalaman di peroleh dari belajar, semakin banyak bekal pengetahuan yang dimiliki tentu akan lebih mampu menyelesaikan suatu permasalahan. Tapi bekal pengetahuan saja tidak cukup, manusia juga diberi akal untuk melakukan penalaran, mengambil kesimpulan berdasarkan pengalaman dan pengetahuan.

Demikian juga agar mesil bisa cerdas (bertindak seperti dan sebaik manusia) makan harus diberi bekal pengetahuan, sehingga mempunyai kemampuan untuk menalar. Untuk membuat aplikasi kecerdasan buatan ada 2 bagian utaman yang sangat dibutuhkan (jurnal SAINTIKOM, Vol.5, No.2, 2008) :

1. Basis pengetahuan (knowladge base), bersifat fakta-fakta, teori, pemikiran dan hubungan antar satu dengan yang lainnya.
2. Motor inferensi (Inteference engine), kemampuan menarik kesimpulan berdasarkan pengetahuan dan pengalaman.

Penerapan konsep kecerdasan buatan pada komputer adalah sebagai berikut :



*Sumber : Kecerdasan Buatan, Muhammad Dahria, 2008*

**Gambar 2.8 Penerapan Konsep Kecerdasan Buatan di Komputer**

* + 1. **Sejarah Kecerdasan Buatan**

Selama bertahun-tahun para filosuf berusaha mempelajari kecerdasan yang dimiliki manusia. Dari pemikiran tersebut lahirlah **AI** sebagai cabang ilmu yang berusaha mempelajari dan meniru kecerdasan manusia. Secara lengkap sejarah perkembangan **AI** dapat dikemukakan sebagai berikut:

**Abad ke-17 sampai Abad ke-19**

Abad ini merupakan titik awal perkembangna Kecerdasan Buatan. Hal ini ditandai oleh penemuan-penemuan berikut :

**Rane Descartes** mengemukakan bahwa semua tidak ada yang pasti kecuali kenyataan bahwa seseorang bisa berfikir.

**Blaise Pascal** berhasil menciptakan mesin penghitungan digital mekanis pertama pada tahun 1642.

**Charles Babbage** dan **Ada Lovenace**  berhasil membuat mesin penghitung mekanis yang dapat deprogram.

**Bertrand Russell & North Whitehead** menerbitkan buku Principa Matematika, yang merombak logika formal.

**Pada 1950-1970**

Tahun-tahun ini merupakan tahun pembuka bagi Kecerdasan Buatan, dimana para ilmuan dan peneliti mulai memikirkan cara agar mesin dapat melakukan pekerjaannya seperti yang dilakukan oleh manusia. Hal ini ditandai oleh beberapa penemuan-penemuan berikut. Pada Februari 1951, *University Of Manchester* telah berhasil mengembangkan komputer elektronik pertama di Dunia diberi nama “Ferranti Mark I” (T. Sutojo. dkk , 2011, p.3-7).

* + 1. **Kecerdasan Buatan dan Kecerdasan Alami**

Jika dibandingkan dengan kecerdasan alami (kecerdasan yang dimiliki oleh manusia), kecerdasan buatan memiliki keuntungan, antara lain (T. Sutojo. dkk , 2011, p.10-11) :

1. Kecerdasan Buatan lebih bersifat permanen. Kecerdasan alami bisa berubah karena sifat manusia pelupa. Kecerdasan buatan tidak berubah selama sistem komputer dan program tidak merubahnya.
2. Kecerdasan Buatan lebih mudah diduplikasikan dan disebarkan, pengetahuan yang diletakan pada suatu sistem computer, pengetahuan tersebut dapat disalin dari komputer tersebut dan dapat dipindahkan dengan mudah ke komputer lain.
3. Kecerdasan Buatan lebih murah dibandingkan Kecerdasan Alami karena kecerdasan alami akan memakan waktu sangat lama dalam pelaksanaannya.
4. Kecerdasan Buatan bersifat konsisten sedangakan kecerdasan alami lebih cenderung berubah-ubah.
5. Kecerdasan Buatan dapat didokumentasikan dengan cara melacak setiap aktifitas dari system tersebut.
6. Kecerdasan Buatan dapat mengerjakan pekerjaan lebih cepat disbanding dengan Kcerdasan Alami.
7. Kecerdasan Buatan dapat mengerjakan pekerjaan lebih baik dibanding Kecerdasan Alami.

Sementara itu, kecerdasan alami memiliki keuntungan, antara lain :

1. Kratif
2. Kecerdasan Alami memungkinkan seseorang menggunakan pengalaman secara langung.
3. Pemikiran manusia dapat digunakan secara luas, sedangkan Kecerdasan Buatan sangat terbatas.
	* 1. **Komputasi Kecerdasan Buatan dan Pemrograman *Konvensional***

Pada umumnya pemrograman *Konvensional* hanya diperuntukkan sebagai alat hitung, sedangkan Kecerdasan Buatan digunakan untuk menyelesaikan suatu permasalahan. Oleh karena itu, ada beberapa perbedaaan yang mendasar antara Kecerdasan Buatan dengan pemrograman *Konvnsional.* Tabel 2.7 menunjukan perbedaan komputasi kecerdasan buatan dengan komputasi pemrograman *Konvensional* (T. Sutojo. dkk , 2011, p.12).

**Tabel 2.7 Kecerdasan Buatan VS Perograman *Konvensional***

|  |  |  |
| --- | --- | --- |
| **Dimensi** | **Kecerdasan Buatan** | **Pemrograman *Konvensional*** |
| Pemrosesan  | Pengetahuan diperoleh dari mekanisme pemrosesan (inferensi) | Digabung dalam satu program *sekuensial* |
| Eksekusi  | Eksekusi dilakukan secara *heuristik* dan logis | Secara algoritma (*step-by-step*) |
| Sifat *input* | Bisa tidak lengkap | Harus lengkap |
| Manipulasi | Efektif pada basis pengetahuan yang besar | Efektif pada database yang besar |
| Keterangan  | Disediakan  | Biasanya tidak didasarkan |
| Fokus  | Pengetahuan | Data & informasi |
| Struktur  | kontrol dipisahkan dari pengetahuan  | Kontrol terintegrasi dengan informasi  |
| Sifat *output* | *Kuantitatif*  | *Kualitatif*  |
| Perubahan | Perubahan pada kaidah dapat dilakukan dengan kaidah yang sedikit | Pada program merepotkan |
| Pemeliharaan &*update* | *Relatif* mudah | Sulit |
| Kemampuaan menalar | Ya  | tidak |

*Sumber : Kecerdasan Buatan, T. Sutojo. dkk, 2011*

* 1. **Jaringan Syaraf Tiruan**

Jaringan Saraf Tiruan (JST) adalah paradigma pengolahan informasi yang terinspirasi oleh sistem saraf secara biologis, seperti proses informasi pada otak manusia. Elemen kunci dari paradigma ini adalah struktur dari sistem pengolahan informasi yang terdiri dari sejumlah besar elemen pemrosesan yang saling berhubungan (neuron), bekerja bekerja serentak untuk menyelesaikan masalah tertentu (T. Sutojo. dkk , 2011, p.283)

* + 1. **Model Matematika**

JST dibentuk sebagai generalisasi model matematika dari jaringan saraf biologi, dengan asumsi bahwa (Jong Jek Siang, 2009, p. 2) :

1. Peprosesan informasi terjadi pada banyak elemen sederhana (*neuron*)*.*
2. Sinyal dikirimkan diantara *neuron-neuron*melalui penghubung-penghubung.
3. Penghubung antar *neuron* memiliki *bobot* yang akan memperkuat atau memperlemah sinyal.
4. Untuk menentukan *output,* setiap *neuron* menggunakan fungsi aktivasi (biasanya bukan fungsi *linier*) yang dikenakan pada jumlah *input* yang diterima. Besarnya *output* ini selanjutnya dibandingkan dengan suatu batas ambang.

Terdapat tiga komponen dasar penting ketika kita membuat sebuah model fungsional dari *neuron* biologis. Pertama, sinapsis *neuron* dimodelkan sebagai *bobot.* Kekuatan hubungan antara masukan dan *neuron* ditentukan oleh nilai *bobot*. Nilai *bobot* negatif mencerminkan koneksi hambat, sedangkan nilai-nilai positif menandakan koneksi rangsa sel. Komponen kedua adalah penjumlahan semua masukan yang dimodifikasi oleh masing-masing *bobot*. Kegiatan ini disebut sebagai kombinasi *linier*. Komponen ketiga bertindak sebagai fungsi control aktivasi *amplitude output* dari neuron (T. Sutojo. dkk , 2011, p.290).

Berdasarkan model matematis tersebut, baik tidaknya suatu model JST ditentukan oleh hal-hal berikut (Jong Jek Siang, 2009, pp.3-4) :

1. Pola hubungan antar *neuron* (disebut arsitektur jaringan).
2. Metode untuk menentukan *bobot* penghubung (disebut metode *training/ learning*/ algoritma).
3. Fungsi aktivasi.

Secara sistematis, proses ini dijelaskan dalam gambar dibawah ini :



*Sumber : Kecerdasan Buatan, T. Sutojo. dkk , 2011.*

**Gambar 2.9 Model Matematis JST**

*y* menerima input dari *neuron x1,x2* dan *x3* dengan bobot hubungan masing-masing adalah *w1, w2* dan *w3*. Ketiga impuls neuron yang ada dijumlahkan.

$net=$*x1w1 + x2w2 + x3w3*

Besarnya *impuls* yang diterima oleh *y* mengikuti fungsi aktivasi *y* = *f(net).* Apabila nilai fungsi aktivasi cukup kuat,maka sinyal akan diteruskan. Nilai fungsi aktivasi (keluaran model jaringan) juga dapat dipakai sebagai dasar untuk merubah *bobot*.

* + 1. **Arsitektur Jaringan Syaraf Tiruan**

Jaringan Saraf Tiruan memiliki beberapa arsitektur jaringan yang sering digunakan dalam berbagai aplikasi [1]. Arsiterktur Jaringan Saraf Tiruan itu antara lain (Jurnal Rekrusif, Samuel, Ernawati, Diah. Vol.3 No.2 November 2015, ISSN 2303-0755. p.84) :

1. Jaringan Layar Tunggal *(single layer network)*

Jaringan dengan lapisan tunggal terdiri dari1 layar *input*dan 1 layar *output*. Setiap *neuron/*unit yang terdapat dilapisan/*layerinput* selalu terhubung dengan setiap *neural* yang terdapat pada layar *output.* Contoh algoritma Jaringan Saraf Tiruan yang menggunakan metode ini yaitu :ADALINE, hofield, Perceptron. Arsitektur jaringan layar tunggal dapat dilihat pada gambar berikut (T. Sutojo. dkk , 2011, p.292) :



*Sumber : Implementation of Signature Recognitionby Using Backpropagation, Rini Sovia, Musli Yanto, and Widya Nursanty. Vol 1, No 1, 2016.*

**Gambar 2*.*10 Jaringan Satu Layar**

1. Jaringan Layar Jamak *(multi layer network)*

Jaringan dengan lapisan jamak memiliki cir khas tertentu yaitu memiliki 3 jenis *layer*, yakni *input, layer output*, layar tersembunyi (*hidden layer*). Contoh algoritma Jaringan Saraf Tiruan menggunakan metode ini yaitu : MADALINE, *Backpropagation, Neocognitron*. Untuk lebih memahami jaringan layar jamak, dapat dilihat pada gambar berikut ini (T. Sutojo. dkk , 2011, p.293) :



*Sumber : Implementation of Signature Recognitionby Using Backpropagation, Rini Sovia, Musli Yanto, and Widya Nursanty. Vol 1, No 1, 2016.*

**Gambar 2*.*11 jaringan Multi Layar**

1. Jaringan dengan lapisan kompetitif

Pada jaringan ini sekumpulan neuron bersaing untuk mendapatkan hak menjadi aktif. Contoh algoritma yang menggunakan metode ini adalah LVQ. Arsitektur jaringan kompetitif dapat diperhatikan pada gambar dibawah ini (T. Sutojo. dkk , 2011, p.294) :



*Sumber : Implementation of Signature Recognitionby Using Backpropagation, Rini Sovia, Musli Yanto, and Widya Nursanty. Vol 1, No 1, 2016.*

**Gambar 2*.*12 Jaringan Kompetitif**

* 1. ***Backpropagation***

*Backpropagation* adalah salah satu metode jaringan syaraf tiruan dengan proses belajar terawai.(Jurnal Ultimatics, Sari. Vol.3 No.2 Desember 2011, ISSN 2085-4552. p.23).

* + 1. **Arsitektur *Backpropagation***

*Backpropagation* memiliki beberapa unit yang ada dalam satu atau lebih layar tersembunyi. Gambar 2.11 adalah arsitektur *backpropagation*dengan n buah masukan (ditambah sebagai bias), sebuah layar tersembunyi yang terdiri dari p unit (ditambah sebuah bias), serta m buah unit keluaran.

$V\_{ji}$ merupakan *bobot* garis dari unit masukan $x\_{i}$ ke unit layar tersembunyi $z\_{j}$ ($v\_{j0}$ merupakan *bobot* garis yang menghubungkan bias di unit masukan ke unit layar tersembunyi $z\_{j}$). $w\_{kj}$ merupakan *bobot* dari unit layar tersembunyi $z\_{j}$ ke unit keluaran $y\_{k}$ ($w\_{k0}$ merupakan bobot dari bias di layar tersembunyi ke unit keluaran $z\_{k}$).



*Sumber : Jaringan Saraf Tiruan & Pemrogramannya menggunakan MATLAB, Jong Jek Siang, 2009.*

**Gambar 2.13 Arsitektur *Backpropagation***

* + 1. **Fungsi *Activasi***

Dalam *Backpropagation,*  fungsi aktivasi yang dipakai harus memenuhi beberapa syarat yaitu : *continu, terdiferensial* dengan mudah dan merupakan fungsi yang tidak turun. Salah satu fungsi yang memenuhi ketiga syarat tersebut sehingga sering dipakai adalah :

$f\left(x\right)=\frac{1}{1+e^{-x}}$ dengan aturan $f^{'}\left(x\right)=f\left(x\right)(1-f\left(x\right))$

Grafis fungsi tampak pada gambar dibawah ini :



*Sumber : Jaringan Saraf Tiruan & Pemrogramannya menggunakan MATLAB, Jong Jek Siang, 2009.*

**Gambar 2.14 Fungsi Aktivasi *Sigmoid Function***

* + 1. **Pelatihan Algoritma *Backpropagation***

Seperti telah disebut diatas, bahwa pelatihan algoritma *Backpropagation* terdiri dari 3 fase, dimana ketiga fase tersebut diulang-ulang terus hingga kondisi penghentian dipenuhi.



*Sumber : Jaringan Saraf Tiruan & Pemrogramannya menggunakan MATLAB, Jong Jek Siang, 2009.*

**Gambar 2.15 Alur Kerja Jaringan *Propagasi* Balik**

Agar dapat digunakan untuk suatu palkasi, Jaringan Saraf Tiruan perlu ‘belajar’ terlebih dahulu. Caranya, pada jaringan dimasukan sekumpulan cotoh pelatihan yangdisebut set pelatihan. Set pelatihan ini digambarkan dengan sebuah fektor *feature* yang disebut *vector input* yang diasosiasikan dengan sebuat output menjadi target pelatihannya (Diyah Puspitaningrum, 2006).umumnya kondisi penghentian yang sering dipakai adalah jumlah *iterasi* atau kesalahan. *Iterasi* akan dihentikan jika jumlah *iterasi* yang dilakukan sudah melebihi jumlah maksimum *iterasi* yang ditentukan atau jika kesalahan yang terjadi sudah lebih kecil dari batas toleransi yang diijinkan. Berikut adalah langkah-langkah pelatihan pada algoritma *Backpropagation* dengan satu layar tersembunyi (dengan fungsi aktivasi *siqmoid biner*) (Jong Jek Siang, 2009).

Langkah 0 : inisialisasi bobot dengan bilangan acak kecil.

Langkah 1 : jikakondisi penghentian belum terpenuhi, lakukan langkah 2-9

Langkah 2 : untuk setiap pasang pada data pelatihan, lakukan langkah 3-8

Langkah 3 : tiap unit masukan menerima sinyal dan meneruskannya ke unit tersembunyi diatasnya.

Langkah 4 : hitung semua keluaran di unit tersembunyi $z\_{j}$*( J = 1,2,…,p)*

$z\\_net\_{j}=v\_{j0}+[\sum\_{i=1}^{n}x\_{i}v\_{ji}$] (I)

$z\_{j }=f\left(z\_{net}\_{j}\right)= \frac{1}{1+e^{-z net j}}$ (II)

Langkah 5 : hitung semua keluaran jaringan ke unit $y\_{k}$(k= 1,2,…,m)

$z\\_net\_{k}=w\_{k0}+[\sum\_{j=1}^{n}z\_{j}w\_{kj}$] (III)

$y\_{k }=f\left(z\_{net}\_{k}\right)= \frac{1}{1+e^{-y net k}}$ (IV)

Fase II : Propagasi mundur

Langkah 6 : hitung faktor $δ$ unit keluaran berdasarkan kesalahan di setiap unit keluaran $y\_{k}$*(k= 1,2,…,m)*

$δ\_{k}=\left(t\_{k}-y\_{k}\right)f^{'}\left(y\_{net}\_{k}\right)=(t\_{k}-y\_{k}$) $y\_{k}$(1-$y\_{k}$) (V)

$δ\_{k}$ merupakan unit kesalahan yang akan dipakai dalam perubahan *bobot* layar dibawahnya

Hitung suku perubahan *bobot*$w\_{kj }$ (yang akan dipakai nanti untuk merubah *bobot*$w\_{kj }$ dengan laju tercepat $α$

$∆w\_{kj }$ = $αδ\_{k }z\_{j };k=1,2,…,m ;j=0,1,…p$ (VI)

Langkah 7 : hitung factor $δ$ unit tersembunyi berdasarkan kesalahan di setiap unit

$δ\\_net\_{j}=\sum\_{k=1}^{m}δ\_{j}w\_{kj}$ (VII)

Factor tersembunyi :

$δ\_{j}=δ\_{net}\_{j}f^{'}(z\_{net}\_{j})=δ\_{net}\_{j}z\_{j}(1-z\_{j})$ (VII)

Hitung suku perubahan bobot $v\_{ji}$ (yang akan dipakai nanti untuk merubah bobot $v\_{ji})$

$v\_{ji }$ = $αδ\_{j}x\_{i };j=1,2,…,p ;j=0,1,…n$ (IX)

Fase III : Perubahan *Bobot*

Langkah 8 : hitung semua perubahan *bobot*

Perubahan *bobot* garis yang menuju ke unit keluaran :

$w\_{kj}(baru)$ = $w\_{kj}\left(lama\right)+∆w\_{kj }(j=1,2,…,m ;j=0,1,…p)$ (X)

Perubahan *bobot* garis yang menuju ke unit tersembunyi :

$v\_{ji}(baru)$ = $v\_{ji}\left(lama\right)+∆v\_{ji }(j=1,2,…,m ;j=0,1,…p)$ (XI)

Setelah pelatihan selesai dilakukan, jaringan dapat dipakai untuk pengenalan pola. Dalam hal ini, hanya *propagasi* maju (langkah 4 dan 5 yang dipakai untuk menentukan keluaran jaringan).

Jika fungsi aktivasi yang dipakai bukan *siqmoid biner,* maka langkah 4 dan 5 harus disesuaikan. Demikian juga turunannya pada pola 6 dan 7.

* + 1. **Optimalisai Arsitektur *Backpropagation***

Masalah utam yang dihadapi dalam *Backpropagation* adalah lamanya iterasi yang harus dilakukan. *Backpropagation*tidak dapat memberikan kepasrtian tentang beberapa *epoch* yang harus dilalui untuk mencapai kondisi yang diinginkan. Oleh karena itu orang berusaha meneliti bagaimana parameter-parameter jaringan dibuat sehingga menghasilkan jumlah iterasi yang relative lebih sedikit. (Jong Jek Siang, 2009).

* + - 1. ***Pemilihan Bobot dan Bias Awal***

*Bobot* awal akan mempengaruhi apakah jaringan mencapai titik minimum local atau global, dan seberapa cepat konvergensinya.

**Nyuyen** dan **Window (1990)** mengusulkan cara membuat inisialisasi *bobot* dan bias ke unit tersembunyi sehingga menghasilkan iterasi lebih cepat.

Misal n = jumlah unit masukan

 P = jumlah unit tersembunyi

 $β$ = faktor skala = 0.7 $\sqrt[n]{p}$

Algoritma inisialisasi Nyuyen Windrow adalah sebagai berikut :

1. Inisialisasi semua bobot ( $v\_{ji}$ (lama)) dengan bilangan acak dalam *interval* [-*0,5, 0,5*]
2. Hitung $\left‖v\_{j}\right‖=\sqrt{v\_{j1 }^{2}+v\_{j2}^{2}+…+v\_{jn}^{2}}$
3. Bobot yang dipakai sebagai berikut = $v\_{ji}$ = $\frac{β v\_{ji} (lama)}{\left‖v\_{j}\right‖}$
4. Bias yang dipakai sebagai inisialisasi = $v\_{j0}$ = bilangan acak antara –$β$ dan $β$
	* + 1. ***Jumlah Unit Tersembunyi***

Hasil teoritis yang didapat menunjukan bahwa jaringan dengan sebuah layar tersembunyi sudah cukup bagi *Backpropagation* untuk mengenali sembarang perkawanan antara masukan dan target dengan tingkat ketelitian yang ditentukan. Akan tetapi penambahan jumlah layar tersembunyi kadangkala membuat penelitian lebih mudah. Jika jaringan memiliki lebih dari satu layar tersembunyi, maka algoritma pelatihan yang dijabarkan sebelumnya perlu direvisi. Dalam propagasi maju, keluaran harus dihitung untuk tiap layar, dimulai dari layar tersembunyi paling bawah. Sebaliknya, dalam propagasi mundur, faktor $δ$ perlu dihitung untuk tiap layar tersembunyi, dimulai dari layar keluaran (Jong Jek Siang, 2009).

* + - 1. ***Jumlah Pola Pelatihan***

Tidak kepastian tentang beberapa banyak pola yang diperlukan agar jaringan dapat dilatih dengan sempurna. Jumlah pola yang dibutuhkan dipengaruhi oleh banyaknya *bobot* dalam jaringan serta tingkat akurasi yang diharapakan. Aturan kasarnya dapat dibentuk berdasarkan rumsan :

Jumlah pola = *jumlah bobot / tingakt akurasi*

Unutk jaringan dengan *80 bobot* dan tingkat akurasi *0,1* maka *800* pola masukan diharapkan akan mampu mngenali dengan benar *90%* pola diantaranya (Jong Jek Sing, 2009).

* + - 1. ***Lama Iterasi***

Tujuan utama penggunaan *Backpropagation* adalah mendapatkan keseimbangan antara pengenalan pola penelitian secara benar dan *respon* yang baik untuk pola lain yang sejenis (disebut data pengujian). Jaringan dapat dilatih terus menerus hingga pola pelatihan dikenali dengan benar. Akan tetapi hal itu tidak menjamin jaringan akan mampu mengenali pola pengujian dengan tepat. Jadi tidaklah bermanfaat untuk meneruskan iterasi hingga semua kesalahan pola pelatihan = 0 (Jong Jek Sing, 2009).

* 1. **Prediksi Dengan Algoritma *Backpropagation***

Ketika prediksi sama dengan ramalan atau perkiraan. Menurut kamus bahasa Indonesia besar, prediksi adalah hasil dari kegiatan memprediksi atau meramal atau memperkirakan. Prediksi bisa berdasarkan metode ilmiah ataupun bubjektif belaka.

Prediksi sendiri sebenarnya mempertimbangkan nilai-nilai yang belum terlihat pada masa akan datang berdasrkan pola-pola yang terjadi sebelumnya. Prediksi merupakan proses memperkirakan akan sesuatu dengan mengkoreksi aksi sebelumnya, untuk meramalkan suatu kondisi dbutuhkan perhitungan yang tepat guna menjawab permasalahan tesebut. Perhitungan tersebut dapat menggunakan Jaringan Saraf Tiruan *Backpropagation*.

Langkah-langkah membangun struktur jaringan untuk peramalan sebagai berikut (maru’ao, 2010):

1. Pembagian Data

Langkah pertama adalah pembagian data. Data dibagi menjadi data pelatihan dan pengujian. Beberapa komposisi data pelatihan dan pengujian yang sering digunakan adalah sebagai berikut :

1. *80%* untuk data peatihan dan *20%* untuk data pengujian
2. *70%* untuk data pelatihan dan *30%* untuk data pengujian
3. *2/3* untuk data pelatihan dan *1/3* untuk data pengujian
4. *50%* untuk data pelatihan dan *50%* untuk data pengujian
5. *60%* untuk data pelatihan dan *40%* untuk data pengujian

Aspek pembagian data harus ditekankan agar jaringan mendapat data pelatihan yang secukupnya dan data pengujian dapat menguji prestasi pelatihan yang dilakukan berdasarkan nilai MSE data pelatihan dan pengujian.

1. *Preprocessing* / *Normalisasi*

sebelum dignakan untuk proses pelatihan, perlu dilakukan peaksanaan terhadap harga-harga *input* dan *target* sedemikian hingga data-data *input* dan *target* tersebut masuk dalam satu *range* tertentu disebut *preprocessing* atau normalisasi data. Runtun data masukan dan target dinormalisasi dangan membawa data ke bentuk normal yangmemiliki *mean =0* dan *devisi* standar *= 1*.

1. Perancangan struktur jaringan yang optimum

Langkah selanjutnya adalah penentuan jumlah lapisan masukan (*Input)*, lapisan tersembunyi, dan jumlaj lapisan keluaran yang akan digunakan dalam jaringan. Pengguaan jaringan dengan dua atau lebih lapisan tersembunyi dalam masalah peramalan kebanyakan tidak akan memberikan pengaruh yang sangat besar tehadap prestasi jaringan untuk melakukan peramalan. Selain itu memperlambat proses pelatihan yang disebabkan bertambahnya unit.

1. Pemilihan *koefisen* pemahaman (*learning rate* ) dan *Momentum*

Pemilihan *koefisien* pemahaman dan *momentum* mempunyai peranan yang penting untuk struktur jaringan yang akan dibangun dan digunakan dalam peramalan, hasil keputusan yang Pkurang memuaskan dapat diperbaiki dengan pengunaan *koefisien* pemahaman dan momentum secara *trial and error* untuk mendapatkan nilai *bobot* yang paling *optimum* agar MSE jaringan dapat diperbaiki.

1. *Postprocessing* / *Denormalisai*

Setelah proses pelatihan selesai, harga-harga ternormalisasi *output* jaringan harus dikembalikan (dinormalisasi) ke harga aslinya untuk mendapatkan nilai *output* pada *range*  yang sebenarnya.

* + 1. ***Bitcoin***

Bitcoin merupakan *pionir* dalam *Cryptocurrency* sekaligus implementasi teknologi *blockchain* yang pertama. Beberapa konsep yang digunakan adalah adanya sebuah basis data bernama *blockchain* yaitu berupa “buku besar” (*ledger*) yang dapat dilihat oleh semua orang, sehingga semua orang dapat melihat dan memvalidasi transaksi keuangan yang dilakukan di dalam *blockchain* tersebut. Buku besar ini mencatat seluruh transaksi yang terjadi, sehingga alur transaksi dapat dilihat dengan mudah (Dimaz A.W, 2017, p.35).

*Bitcoin* adalah uang digital yang tidak diatur oleh bank central manapun dan negara manapun. Bitcoin adalah uang yang tidak berbentuk hanya bisa dilihat dari saldo yang terhubung dengan *server* yang menyimpan data uang digital tersebut. Meskipun informasi harta *bitcoin* disimpan di *server*, tidak ada orang lain yang bisa membelanjakan *bitcoin* tanpa sepengetahuan pemilik karena setiap pemilik memiliki kunci rahasia masing-masing (Dimaz A.W, 2017, p.36).

* + - 1. **Sejarah *Bitcoin***

Perjalanan *bitocin* dimulai dari terciptanya *Genesis Block*, yakni blok bernomor 0 yang dibuat pada tanggal 3 januari 2009 oleh Satoshi Nakamoto. Sejak *bitcoin* dikembangkan berbagai perbaikan diterapkan berdasarkan saran dan masukan dari anggota *Cypherpunk* yang terpukau dengan ide mata uang virtual ini. *Bitcoin* yang semula tidak bernilai, lambat laun mendapatkan tempat di berbagai komunitas sebagai sebuah komoditas virtual yang dijalankan oleh sistem independen. Harga *bitcoin* ikut terkeret naik, berhubung semakin banyak pula pengguna yang terlibat. Kini setelah 8 tahun sejak *Genesis Block*, *bitcoin* menjadi mata uang virtual dengan valuasi pasar terbesar di dunia (Dimaz A.W, 2017, p.31).

* + - 1. **Jaringan *Bitcoin***

Terdapat 2 jenis jaringan di dalam sistem *bitcoin* yang memiliki cara kerja sistem yang sama, namun tidak saling berhubungan. *Mainnet* merupakan jaringan utama dimana transaksi-transaksi *bitcoin* dilakukan. Sementara *testnet* merupakan jaringan yang digunakan untuk ujicoba. Saat ini tesnet merupakan versi ketiga yang disebut **Testnet3** (Dimaz A.W, 2017, p.39)..

Perbedaan lain yang mencolok di antara 2 jenis jaringan adalah awalan kalimat yang digunakan. Mainnet menggunakan awalan 1, sementara tesnet3 menggunakan awalan 2 atau 3. Selain itu *bitcoin* di dalam testnet3 dapat diperoleh secara gratis dari berbagai *faucet* yang menyediakan, misalnya yang disediakan oleh Coinfaucet.eu. meskipun memili mekanisme yang sama dengan *bitcoin*, test *bitcoin* tidak disarankan untuk diperjualbelikan karena setiap saat dapat dihapus (Dimaz A.W, 2017, p.39).

*Bitcoin* juga memiliki sebuah jaringan lokal yang disebut dengan *regtest* (*regression test mode*). *Regtest* merupakan fasilitas dalam *bitcoin core* dimana pengembang dapat membuat jaringan *regtest* lokal sendiri untuk mengujicoba sistem tanpa resiko merusak sistem jaringan utama *mainnet* maupun mengganggu jaringan *tesnet*. *Regtest* memiliki *fleksibilitas* dalam hal membuat blok baru dan kemudahannya untuk di-*reset* ulangapabila terjadi hal-hal yang diluar kendali (Dimaz A.W, 2017, p.40).

* 1. **WEB**

*Word Wide Web* (WWW), lebih dikenal dengan web, merupakan salah satu layanan yang didapat oleh pemakai komputer yang terhubung ke internet. Web pada awalnya adalah ruang informasi dalam internet, dengan menggunakan teknologi *hyperteks,* pemakai dituntun untuk menemukan informasi dengan mengikuti link yang disediakan dalam dokumen web yang ditampilkan dalam *browser* web (Betha Sidik, 2014, p.3).

* + 1. **Defenisi Website**

*Website* atau situs dapat diartikan sebagai sekumpulan halaman yang menampilkan informasi data teks, data gambar diam atau gerak, data animasi, suara, video, dan atau gabungan dari semuanya, baik yang bersifat statis maupun yang bersifat dinamis yang membentuk suati rangkaian bangunan yang saling terkair dimana masing-masing dihubungkan dengan jaringan-jaringan halaman (*Ihyperlink*). Bersifat dinamis apabila isi informasi website selaluberubah-ubah, dan isi informasinya interaktif dua arah berasal dari pemilik serta pengguna (Jurnal STT-Garut), Vol.09, No.40, 2012, ISSN : 2302-7339.

Sebuah website biasanya ditempatkan setidaknya pada sebuah server web yang dapat diakses melalui jaringan seperti internet, ataupun Local Area Network (LAN) melalui alamat internet yang dikenali sebagai URL (Uniform Resource Locator). Gabungan atas semua situs yang dapat diakses publik di internet disebut pula sebagai World Wide Web atau lebih dikenal dengan singkatan WWW (Eka P.W.M, S.kom, M.kom, 2015 : 1-2).

* + 1. **Sejarah Website**

Penemu *website* adalah Sir Timothy John ¨Tim¨ Berners-Lee, sedangkan *website* yang tersambung dengan jaringan, pertamakali muncul pada tahun 1991. Maksud dari Tim ketika membuat *website* adalah untuk mempermudah tukar menukar dan memperbarui informasi kepada sesama peneliti di tempat dia bekerja. Pada tanggal 30 April 1993, CERN (tempat dimana Tim bekerja) menginformasikan bahwa WWW dapat digunakan secara gratis oleh semua orang (Betha Sidik, 2014, p.5).

 Sebuah website dibuat di dalam sebuah sistem komputer yang dikenal dengan *server* web, juga disebut HTTP Server, dan pengertian ini juga bisa menunjuk pada software yang dipakai untuk menjalankan sistem ini, yang kemudian menerima lalu mengirimkan halaman-halaman yang diperlukan untuk merespon permintaan dari pengguna. *Apache* adalah piranti lunak yang biasa digunakan dalam sebuah *webserver*, kemudian setelah itu adalah *Microsoft Internet Information Services* (IIS) (Betha Sidik, 2014, p.5).

* + 1. **cara kerja website**

Sebuah halaman web diakses dengan menggunakan web *browser* denganmenuliskan URL atau mengikuti *link*yang menuju kepadanya. *Uniform Resource Locator* (URL) akan menunjukan lokasi dokumen yang dikelola oleh sebuah web *server*. URL diubah menjadi alamat IP *server*yang bersangkutan. *Browser* kemudian mengirim request *Hypertext transfer Protocol* (HTTP) ke web *server* dan web *server* akan menjawab dokumen yang diminta dalam format *hyperttext markup language* (HTML). HTTP adalah suatu protokol yang menentukan aturan yang perlu diikuti oleh web *browser* dalam meminta atau mengambil suatu dokumen. Protokol ini merupakan protokol standart yang digunakan untuk mengakses dokumen HTML (Betha Sidik, 2014, p.6).

Dalam komunikasi jaringan komputer diatur oleh protokol yang memungkinkan beragam jaringan komputer untuk berkomunikasi. Protokol ini secara resmi dikenal dengan *Transmission Control Protocol* (TCP/IP) yang merupakan cara untuk mempaketkan sinyal elektronik sehingga data tersebut dapat dikirim ke komputer lain. Berikut gambaran cara kerja web yang di akses :



*Sumber : Implementasi ontologi..., Nuriana Ayuningtyas, FT UI, 2009*

**Gambar 2.16 Cara Kerja Web**

**BAB III**

**METODOLOGI PENELITIAN**

* 1. **Kerangka Penelitian**

Kerangka penilitian akan mempermudah penulis untuk melakukan penelitian maupun dalam menyusun laporan penelitian nantinya. Berikut adalah bentuk gambaran kerangka penelitian yang akan dilakukan penulis :

**Penelitian Pendahuluan**

**Analisa dan Perancangan Sistem Sistem**

**Pengimplemantasian Sistem**

**Pengujian Sistem**

**Pengumpulan Data**

**Gambar 3.1 Kerangka Penelitian**

* 1. **Tahapan Penelitian**

Penelitian terhadap Jaringan Syaraf Tiruan untuk memprediksi harga *bitcoin* menggunakan metode *Backpropagation* dilakukan beberapa tahap penelitian. Tahapan tersebut akan di jabarkan pada bagian sub-bab ini.

* + 1. **Penelitian Pendahuluan**

Penelitian pendahuluan atau sering disebut dengan *Study* penelitian merupakan tahapan awal dalam metodelogi penelitian. Pada tahap ini dilakukan penelitian dengan cara menganalisa terlebih dahulu masalah-masalah yang akan dikembangkan. Dengan adanya penelitian ini diharapkan dapat membantu melakukan prediksi dalam pergerakan harga *bitcoin*.

* + 1. **Pengumpulan Data**

Untuk mendapatkan data yang optimal diperlukan diperlukan waktu, tempat dan metode penelitian dalam sebuah penelitian, yaitu dapat dijelaskan sebagai berikut :

* + - 1. ***Waktu Penelitian***

Waktu yang digunakan untuk penelitian kurang lebih selama 5 bulan mulai bulan september 2017 sampai january 2018, untuk lebih terperininya dapat dilihat pada tabel berikut :

Tabel 3.1 Waktu Penelitian

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **No** | **KEGIANTAN** | **September** | **Oktober** | **November** | **Januari** | **Februari** | **Maret** | **April** | **Mei** |
| 1. | Perancangan Penelitian |  |  |  |  |  |  |  |  |
| 2. | Studi Pustaka Dan Pengumpulan Data |  |  |  |  |  |  |  |  |
| 3. | Analisa Data dan Sistem |  |  |  |  |  |  |  |  |
| 4. | Perancangan Aplikasi |  |  |  |  |  |  |  |  |
| 5. | Pembuatan Aplikasi |  |  |  |  |  |  |  |  |
| 6. | Uji Coba |  |  |  |  |  |  |  |  |
| 7. | Implementasi |  |  |  |  |  |  |  |  |
| 8. | Bimbingan Skripsi |  |  |  |  |  |  |  |  |
| 9. | Penyusunan Skripsi |  |  |  |  |  |  |  |  |

* + - 1. ***Tempat Penelitian***

Profil perusahaan :

 Nama : PT. Bit Coin Indonesia

 Website : [www.indodax.co.id](http://www.indodax.co.id)

 Alamat : Jl. Nakula No. 88 B, Seminyak, Badung, Bali 80361

 Telepon : 0361 – 847 5706

* + - 1. ***Metode Penelitian***

Untuk mendapatkan hasil yang efektif maka diperlukan data yang valid dan informasi yang sesuai dengan masalah-masalah yang dihadapi.

Adapun metode pengumpulan data antara lain :

1. Penelitian Lapangan (*Field Research*)

Penelitian ini dilakukan dengan melihat harga dan pergerakan dari pasar saham *bitcoin* indonesia secara online melalui website www.indodax.com serta mewawancarai beberapa pemain saham *bitcoin* yang berada di padang.

1. Penelitian kepustakaan (*Library Research*)

Penelitian ini dilakukan untuk memperoleh data skunder dengan membaca buku-buku, literature-literatur dan *browsing* Internet agar dapat memperoleh data dan informasi yang dapat membantu dalam perancangan sistem yang akan dibuat dalam laporan ini.

1. Penelitian Laboratorium (*Laboratory Research*)

Merupakan penelitian yang dilakukan secara komputerisasi untuk menguji kebenaran yang telah diselidiiki:

1. *Hardware* yang digunakan :
2. *Laptop Asus A450L dengan Processor Intel Core i5 2.3GHz*
3. *Printer Cannon*
4. *RAM 8GB*
5. *Media penyimpanan eksternal (Flashdisk).*
6. *Software* pendukung yang digunakan :
7. *Sistem Operasi Windows 8.1 pro*
8. *Microsft Office 2013 Profesional Plus.*
9. *Google Chrome 61.0.3163.100(64-bit)*
10. *Relational Rose* *2003*
	* 1. **Analisa dan Perancangan**
			1. ***Penganalisaan Data***

Setelah data berhasil dikumpulkan selanjutnya melakukan analisa terhadap data tersebut. Analisa data adalah usaha untuk mengolah data sehingga didapat suatu kesimpulan yang diharapkan sesuai dengan tujuan penelitian.

Pada tahap ini akan dilakukan evaluasi kinerja, identifikasi terhadap masalah yang ada, rancangan sistem dan langkah-langkah yang dibutuhkan untuk perancangan sistem yang diinginkan sampai pada analisa yang diharapkan.

* + - 1. ***Penganalisaan Sistem***

Analisa sistem merupakan suatu penguraian dari suatu sistem informasi yang utuh ke dalam bagian-bagian komponennya dengan maksud untuk mengidentifikasi dan mengevaluasi permasalahan-permasalahan, kesempatan-kesempatan, hambatan-hambatan yang terjadi dan kebutuhan-kebutuhan yang diharapkan sehingga dapat diusulkan perbaikan-perbaikannya. Analisa ini dilakukan untuk mengetahui apa saja kebutuhan yang dibutuhkan sehingga nantinya sistem akan menjadi lebih efektif dan efisien dalam pengimplementasiannya.

* + - 1. ***Perancangan Sistem***

Pada tahap ini dilakukan pengumpulan fakta-fakta yang mendukung perancangan sistem. Pada proses perancangan Aplikasi *Jaringan Saraf Tiruan* ini, penulis menggunakan UML sebagai alat bantu untuk menjelaskan dan menggambarkan alur kerja sistem. Diantaranya diagram yang digunakan yaitu :

1. *Use Case Diagram*

Digunakan untuk menggambarkan fungsionalitas yang diharapkan dari sebuah sistem. *Use Case* mendeskripsikan interaksi tripikal antara para pengguna sistem dengan sistem itu sendiri, dengan sebuah narasi tentang bagaimana sistem tersebut digunakan. Yang ditentukan adalah “apa” yang dibuat sistem, dan bukan “bagaimana”.

1. *Class Diagram*

Digunakan untuk menggambarkan keadaan (atribut atau properti) suatu sistem, sekaligus menawarkan layanan untuk memanipulasi keadaan tersebut (metode atau fungsi). *Class Diagram* mendeskripsikan jenis-jenis *objek* dalam sistem dan berbagai macam hubungan statis yang terdapat diantara mereka. *Class Diagram* juga menunjukan properti dan operasi sebuah *class* dan batasan-batasan yang terdapat dalam hubungan *objek-objek* tersebut.

1. *Statechart Diagram*

Digunakan untuk menggambarkan transisi dari perubahan keadaan (dari suatu *state* ke *state* lainnya) suatu *objek* pada pada sistem sebagai akibat dari stimuli yang diterima. Pada umumnya *Statechart Diagram* menggambarkan *class* tertentu (satu *class* dapat memiliki lebih dari satu *statechart diagram* ).

1. *Activity Diagram*

Digunakan untuk menggambarkan berbagai alur aktivitas dalam sistem yang sedang dirancang., bagaimana masing-masing alur berawal, *decision* yang mungkin terjadi, dan bagaimana mereka berekhir. *Activity Diagram* adalah teknik untuk menggambarkan logika *procedural,* dan jalur kerja.

1. *Sequence Diagram*

Digunakan untuk menggambarkan interaksi antar *objek* di dalam dan disekitar sistem (termasuk pengguna, *display,* dan sebagainya) berupa *message* yang digambarkan terhadap waktu. Sebuah *Sequence Diagram,* secara khusus menjabarkan *behavior* sebuah scenario tunggal. *Sequence Diagram* terdiri atas dimensi *vertical* (waktu) dan dimensi *horizontal* (*objek-objek* yang terkait).

1. *Collaboration Diagram*

*Collaboration Diagram* juga menggambarkan interaksi antar objek seperti *Sequence Diagram.* Tetapi lebih menekankan pada peran masing-masing *objek* yang bukan pada waktu penyampaian *message.*

* + 1. **Pengimplementasian Sistem**

Merupakan tahap penelitian yang dilakukan untuk mempraktekan langsung hasil dari analisa yang bertujan untuk meguji kebenaran proses yang dilakukan secara manual dan dengan program. Penulis mengunakan Program MATLAB sebagai bantuan untuk menentukan nilai *bobot* dan *bias*, dan juga sebagai sarana pembanding antara hasil manual dengan sistem.

* + 1. **Pengujian Sistem**

Pada tahap ini adalah tahap untuk mempraktekan langsung hasil dari analisa yang bertujuan untuk menguji kebenaran sistem yang dirancang apakah sudah berjalan dengan benar dan sesuai dengan perumusan masalah yang sudah ditentukan sebelumnya.

Tahap ini juga menjelaskan bagaimana cara menggunakan aplikasi *Jaringan Syaraf Tiruan* dengan metode *Backpropogation* dalam memprediksi harga *bitcoin*. Untuk pengujian sistemnya menggunakan metode *BlackBox,*  seperti membuka halaman utama, register, login, memasukan data yang akan diolah lalu melihat hasil prediksi. Secara garis besar nantinya sistem akan meminta login kepada pengguna sebelum mengakses proses prediksi jika pengguna tidak mempunyai username dan password maka pengguna harus registrasi lebih dulu. setelah login sukses jika pengguna mengakses bagian prediksi maka sistem akan meminta data yang diperlukan untuk proses prediksi. Setelah data lengkap dan pengguna melakukan proses maka hasil prediksi akan otomatis dikeluarkan oleh sistem.

**BAB IV**

**BIAYA DAN JADWAL KEGIATAN**

Penelitian dilakukan dalam jangka waktu 1 (satu) tahun dengan rincian kegiatan sebagaimana dijelaskan melalui matriks tabel berikut ini

**Tabel 4.1. Rencana Anggaran Biaya Penelitian**

|  |  |  |
| --- | --- | --- |
| **No** | **Jenis Pengeluaran** | **Biaya yang diusulkan (Rp)** |
| 1 | Gaji dan upah | Rp. 1.500.000,- |
| 2 | Peralatan Penunjang | Rp. 1.000.000,- |
| 2 | Bahan habis pakai | Rp. 1.000.000,- |
| 3 | Perjalanan | Rp. 2.000.000,- |
| 4 | Lain – lain (publikasi, seminar) | Rp. 4.000.000,- |

**4.2 Jadwal Penelitian**

Jadwal penelitian dapat dilihat pada *bar chart* dibawah ini :

**Tabel 4.2. Jadwal Penelitian**

|  |  |  |
| --- | --- | --- |
| **No** | **Jenis Kegiatan** | **Bulan** |
| **1** | **2** | **3** | **4** | **5** | **6** | **7** | **8** | **9** | **10** | **11** | **12** |
| **I. Persiapan**  |  |
| 1  | Studi Pendahuluan  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2  | Mempelajari Literatur  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3  | Pengumpulan Data  |  |  |  |  |  |  |  |  |  |  |  |  |
| **II. Analisa dan Perancangan** |  |
| 4.  | Analisa Data  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.  | Analisa Sistem  |  |  |  |  |  |  |  |  |  |  |  |  |
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