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Abstract:Tourist visit is a topic of discussion that has been much researched by previous researchers in conducting a 

prediction process. Many prediction models have been produced that refers to the use of several methods to obtain output in 

the form of information that is needed by the tour manager. Judging from the results of the study, it is still only focused on 

the discussion in producing output without testing the correlation of variables used as predictors. The problem in this study is 

how to predict the number of tourist visits by using Multiple Linear Regression (MLR) as a correlation test predictor variable 

and Artificial Neural Network (ANN) as a calculating machine in making predictions. The implementation of these two 

methods is very suitable to be used in terms of prediction, where the MLR method test results show the correlation of 

predictor variables used namely xxx correlation. Then in the prediction process that has been done to produce output with an 

accuracy value of xx%, the value of MSE xx% and RMSE is xx. Therefore, this research will be useful for managers of the 

tourism sector so that the goal achieved from this research is to assist the tourism office in seeing how many visits will occur 

in the next period. 
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1. Introduction 

 

In the tourism sector, Indonesia has many attractions which become a destination for tourists to fill their spare 

time, both local and foreign tourists.One of the attractive provinces is a tourist destination, West Sumatra, where 

the province has a lot of attractions offered by natural beauty, therefore it becomes an attraction for tourists to 

travel.The improvement and development of the tourism sector are of particular concern to local governments 

and tourism object managers intending to increase the number of tourist visits.In this case, it can be seen from 

the growth of tourist visitors in West Sumatra Province, one of them in Padang city. The growth rate that occurs 

around 2.6% per year based on data analysis of the number of visits that occur from several tourist destination 

objects and this indicates that the potential of tourism West Sumatra province is in great demand[1].  

 

To observe the growth rate of the number of previous tourist visits, we need a prediction process that will 

occur in the future period. The process can be carried out using several models based on visit data that occurred 

in the previous period.Many models and methods have been used in previous studies in the prediction process to 

obtain information.The prediction process using historical data to see industry tour visits by using Soft 

Computing-Based Gray-Markov Models shows that the prediction model with Soft Computing Based gives 

better results than the Gray Markov model[2]. The prediction model presents an approach in forecasting a 

location using a data model and is based on a pattern technique[3]. In a model that certainly provides supervised 

learning, this model can be generalized with new data with the approval of many samples to improve 

performance and evaluation models[4].In other studies, the prediction process is also carried out to determine the 

number of tourist arrivals. The results of the study, showed that the source of big data information can be 

significant to be able to improve the prediction work process by using tourist arrival variables from the data 

obtained in the previous period[5]. In the results of other studies conducted to predict the number of tourist visits 

using data from internet search results provide a causal relationship for a tourist to travel and visit[6]. 

 

There are many methods that can be used in conducting a prediction process, one of which is the Artificial 

Neural Network (ANN). This method is a method for learning a network model formed from a database. 

Prediction results produced with ANN will be able to provide more accurate prediction results by estimating 

tourist arrivals. This method is able to improve predictions of tourist visit arrivals[7]. In the same method, it also 

explains that ANN can also be combined with Genetic Algorithms (GA) to formulize a prediction model for 

aircraft ticket sales revenue. The results of the discussion in this study resulted in relatively low errors obtained 

so that it gives good predictive results[8]. ANN is a prediction tool that can be used in various fields[9]. 

 

Based on some of the research results previously explained, the discussion is still focused on the prediction 

process.In other words, the purpose of the study is only to discuss the results of making predictions from the use 

of the model and the method used. In this study, the discussion also conducted a prediction process, but before 

the prediction process is carried out, the process will begin by testing the correlation of some of the predictor 
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variables used. To test the orrelation of these variables, the method to be used is the Multiple Regression Linear 

(MRL) method. 

 

This method is able to test the relationship between several variables (x) and results (y). From previous 

studies using the MRL method aims to verify the variability and correlation between morphological and 

agronomic characteristics in the population. This will later be used in indirect selection to see the population of 

Synthetic corn[10]. In the discussion of a study, that correlation is needed especially in studies that require 

understanding of certainty and the extent to which the variables show a reciprocal relationship[11]. To observe 

the results of the regression process in analyzing variable correlations, it is found that forecasting tourism 

demand can be used for decision making in the use of related variables and not only relying on a model or 

method in conducting prediction processes[12]. Other research that conducted the process of predicting tourism 

demand in Turkey, showed that the MLR and SVR methods had better performance so that they were able to 

provide demand prediction results with the best accuracy results[13]. 

 

Both methods will be used later to be able to produce better results in carrying out a prediction process. In 

previous studies that have combined neural network methods with multiple linear regression in the case of 

forecasting daily water discharge using hydrogeological and climate variables as predictor variables[14]. The 

same research in the process of predicting bank performance using the Neural Network method with Multiple 

Regression Linear explains that MRL is used to find effective predictor variables in making predictions using 

Neural Networks. Prediction models by combining the Regression method and ANN are able to produce 

minimum errors and provide a high degree of accuracy[15]. Based on the results of the discussion and testing of 

the MRL method found two predictor variables with a value of about 60.9% of the total variation in the data and 

an Error (MSE) value of 0.330. So the prediction process with Neural Network is a strong method in predicting 

bank performance[16]. 

 

The discussion in this study aims to a prediction process of tourist visits that occur in the province of West 

Sumatra by using the MLR and ANN methods to get the prediction results that have the best level of accuracy. 

This prediction process will also be able to have benefits to the West Sumatra provincial government to develop 

the tourism sector based on the number of visits that will occur in the next period from the prediction results 

obtained by using MLR and ANN. 

 

Theoretical Basis  

 

Multiple Regression Linear (MLR) 

 

MLR is one of the many techniques widely used to analyze multivariate variables[17]. Theoretical models of 

multiple linear regression analysis can be categorized into two types, namely, research models between 

independent variables and variables, and research models between independent variables and variables 

independent[18]. Regression analysis is known as a complex mathematical-based method that will require time 

to apply. At present, with many improvements made in certain software, the implementation of regression 

analysis has been simplified, although not completely[19]. Multiple linear regression (MLR), known as multiple 

regression, is a statistical technique that uses several explanatory variables to predict the outcome of the response 

variable. Multiple regression is a powerful technique used to predict the value of unknown variables from the 

value of two or more known variables - also called predictors[20]. The MLR method in this study is based on the 

use of variables used in the calculation process with linear functions. Linear functions are shown in Eq. 1: 

 

Yi =β0 +β1xi1+β2 xi 2+β3xi 3.....βpxip                     (1) 

 

Y is the response variable, Xi (1, 2, 3 ... k) is the explanatory variable, βi (1, 2, 3 ... k) is the regression 

coefficient and ε is the residual error[21]. To develop multiple linear regression equations the parameters 

obtained from the training data and variables are extracted from the dataset using correlations. The quantity r, 

called the linear correlation coefficient measures the strength and direction of the relationship between two 

variables. The mathematical formula for r in the form of equation 2 below [21]: 

 

R=  
𝑛∑𝑥𝑦−(∑𝑥)(∑𝑦)

√𝑛(∑𝑥2 ∑𝑥2 − √𝑛(∑𝑦2 ∑𝑦2 
                          (2) 

 

 

A. Artificial Neural Network (ANN) 

 



RiniSovia, MusliYanto, Yuhandri 
 

1494 

 

ANN is a form of mathematical model designed based on human biological neural networks. The biological 

nervous system in question consists of groups of neurons that are interconnected and process information using a 

computational approach[22]. ANN can have a single or multiple layers and consists of processing units (nodes or 

neurons)[23]. ANN that are interconnected by a set of adjustable weights that allow to travel signals to pass 

through the network in parallel and in sequence[24]. ANN model can be used to ensure a process in the analysis 

of updated asset conditions, and in accordance with the status of the variable used, with the aim of making a 

prediction and adding the ability to predict existing and potential problems (errors, failures, production 

losses)[25]. Artificial Neural Networks have provided many benefits in a study in producing a finding[26]. 

Artificial Neural Networks (ANN) is a form of technique used to map a relationship within a variable and have a 

relationship with one another[27]. 

 

B. Backpropagation Algorithm 

 

Backpropagation algorithm is a method used to model neurons for error functions[28]. Backpropagation 

algorithm is able to solve problems in artificial neural networks by using historical data for the success of 

artificial neural networks[29]. The backpropagation algorithm can be seen from a function to perform the process 

of calculation, testing and also training the network using historical data to get a conclusion[30]. The 

performance of the backpropagation algorithm performs the training and testing process using parameters 

namely the learning rate and the minimum error value. Network training is built using the activity function. After 

that, the calculation process in back propagation is carried out so as to produce results with maximum accuracy 

values[31]. Backpropagation algorithm is the most optimal algortma training and can be used as a basis for the 

process of getting solutions from complexity[32]. Backpropagation is a controlled training algorithm by applying 

pattern shapes to get the minimum error value[33]. 

 

2. Methods 

 

To illustrate the discussion process in this research, a research framework is needed that can be used to 

observe the stages of the activity to be carried out. The research framework can be seen in Figure 1: 

 
Figure 1. Research Framework 

 

C. Preliminary Research 

 



Prediction Tourist Visits With Multiple Linear Regressions in Artificial Neural Networks 
 

1495 

 

The preliminary research contains the issues that will be discussed in the research namely the prediction 

process to see the number of tourist visits using ANN. Before the prediction process is carried out, the process 

will begin by testing the prediction variable by using MLR to measure the variables used so that the prediction 

process will get the best results. 

 

D. Literature Review 

  

In using the literature in this study, the references used are based on previous research from the ANN method 

to predict and MLR in testing the correlation of variables. 

 

E. Data Analysis 

 

The data used in this study were sourced from data on the number of tourist visits that occurred in the 

previous period obtained from the West Sumatra Province Tourism Office. After the tourist visit data is obtained, 

the process will continue to find out the factors that influence the increase and decrease in the number of visits 

such as inflation rates and Rupiah exchange rates. The form of data to be used can be seen in Table 1: 

 

Table 1. Data predict tourist of visits 

Month 
Visits 

Tourist 
Inflansi Kurs 

31-Jan-19 403099 2.82 % 14,142.00 

28-Feb-19 46951 2.57 % 14,132.00 

29-Mar-19 46075 2.48 % 14,315.00 

30-Apr-19 496125 2.83 % 14,286.00 

31-May-19 18182 3.32 % 14,457.00 

28-Jun-19 781647 3.28 % 14,212.00 

31-Jul-19 80238 3.32 % 14,096.00 

30-Aug-19 902312 3.49 % 14,308.00 

30-Sep-19 792302 3.39 % 14,245.00 

31-Oct-19 892322 3.13 % 14,078.04 

29-Nov-19 889230 3.00 % 14,172.51 

31-Dec-19 992320 2.72 % 13,970.51 

 

F. Design Predict Model 

 

The design of a prediction model will use data and variables to forecast the number of tourist visits in the 

province of West Sumatra. Some variables can be seen in Table 2: 

 

Table 2. Predict model visits tourist 

X1 X2 X3 Target (Y) 

403099 2.82 % 14,142.00 403099 

46951 2.57 % 14,132.00 46951 

46075 2.48 % 14,315.00 46075 

496125 2.83 % 14,286.00 496125 

18182 3.32 % 14,457.00 18182 

781647 3.28 % 14,212.00 781647 

80238 3.32 % 14,096.00 80238 

902312 3.49 % 14,308.00 902312 

792302 3.39 % 14,245.00 792302 

892322 3.13 % 14,078.04 892322 

889230 3.00 % 14,172.51 889230 

992320 2.72 % 13,970.51 992320 

 

In Table 2 it can be seen that 4 variables are used as predictor variables to make the prediction process. The 

target (y) shown is the estimated value derived from the visit data that occurred in the previous year. After the 

predictor variable is determined, the research stage will proceed to the process of testing the correlation between 

variables (x) and between targets (y) to see the level of the interrelation of the variables used. So that the 

variables used in the prediction process will have a good degree of accuracy. After the correlation testing is done, 
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the prediction process will be carried out using the ANN method. In this case, the process can be made in the 

form of a model in Figure 2: 

 
Figure 2. Design Prediction Model 

 

In Figure 2 above, it is a prediction model that has been built using the MLR and ANN methods. MLR method is 

used to perform the process of testing the correlation of predictor variables used so that the results of this process 

will get the right variables to make predictions. After the predictor variable is obtained from the correlation test, 

then the prediction of the prediction using the ANN method is carried out in order to obtain the prediction results 

with maximum accuracy. In this research, the tool in the research discussion later uses SPSS software to test the 

correlation of variables to the predictor variable used by the MLR method. Then the Matlab software will be 

used for the prediction process with the ANN method. 

 

3. Design and discussion results 

 

G. Correlation Test Process of Predictors with MLR 

 

In the previous explanation based on the prediction model that has been built, the discussion will begin by 

testing the predictor variable correlation with MLR. Correlation analysis is performed using SPSS software 

program tools to see whether the variables that have been used are appropriate for use in predictions. The 

correlation test results are shown in Table. 3: 

 

Table 3. Pearson Correlation Test 
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Correlations 

 X1_Visit 
X2_Inflati

on 

X3_Exchan

ge 

X1_Kunjung

an 

Pearson 

Correlation 
1 -.082 .101 

Sig. (2-tailed)  .636 .559 

N 36 36 36 

X2_Inflasi 

Pearson 

Correlation 
-.082 1 -.655

**
 

Sig. (2-tailed) .636  .000 

N 36 36 36 

X3_Kurs 

Pearson 

Correlation 
.101 -.655

**
 1 

Sig. (2-tailed) .559 .000  

N 36 36 36 

**. Correlation is significant at the 0.01 level (2-tailed). 

 

Correlation test is done by bivariate person analysis with the help of SPSS (Statistics Program and Service 

Solution). From the table above, we can see the relationship between independent variables. For the relationship 

between the visit variable (X1) with inflation (X2) of -0.082 which means there is no strong correlation between 

the visit variable (X1) with inflation (X2). For the relationship between the visit variable (X1) with the exchange 

rate (X3) of 0.101, which means there is no correlation between the visit variable (X1) and the exchange rate 

(X3). For the relationship between the inflation variable (X2) and (X3) of -0,655 which means there is a fairly 

strong correlation between the inflation variable (X2) and the exchange rate (X3). 

 

Furthermore, the test continued with MLR (Multiple Regression Analysis) or better known as multiple 

regression analysis. This test aims to determine the magnitude of the contribution of independent variables to the 

dependent variable and the significance of the effect of the independent variable on the dependent. The test 

results are shown in Table.4 and Table. 5 below. 

 

Table 4. Coefficient Determination Test 

 

 

 

 

 

 

 

 

 

 

From the results of the table above, it can be seen that the Adjusted R Square value is 0.648 or 64.8%. This 

means that the magnitude of the influence or contribution of independent variables on the dependent variable is 

64.8%. The rest is influenced by other variables outside this study. 

 

Table 5.  Multiple regression analysis test 

Coefficients
a
 

Model 

Unstandardized 

Coefficients 

Standardized 

Coefficients t Sig. 

B Std. Error Beta 

1 
(Constant) -6774546.26 1742219.84  -3.888 .000 

X1_Visit .702 .105 .674 6.679 .000 

Model Summary 

Model R R Square 
Adjusted R 

Square 

Std. Error of 

the Estimate 

1 .823
a
 .678 .648 

243154.5514

6 

a. Predictors: (Constant), X3_Exchange rate, X1_visit, 

X2_Inflation 
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X2_Inflation 27945919.53 12385136.459 .300 2.256 .031 

X3_Exchange 432.329 103.324 .557 4.184 .000 

a. Dependent Variable: Y_Target 

 

From the results of the MLR test, it appears that the visit variable (X1) has a significant positive effect on the 

tourist target (Y). This can be seen from the sig value of 0,000 <0.05. Inflation variable (X2) has a significant 

positive effect on target tourists (Y). This can be seen from the sig value of 0.031 <0.05. Exchange rate variable 

(X3) has a significant positive effect on target tourists (Y). This can be seen from the value of sig 0.00 <0.05. So 

that the overall results of the test, it is found that all predictor variables to be tested are very influential on the 

prediction target that will be generated. 

 

H. Designing Predicted Network Architecture 

 

After obtaining a predictor variable from the previous correlation test process, the research stage will be 

continued to create predictive network architecture for the number of tourist visits that occur in the province of 

West Sumatra. The following forms of tissue architecture can be seen in Figs. 3: 

 
Figure 3. Predicted Network Architecture 

 

In Figure 3 above, it can be seen that the prediction network architecture is in the form of a 4-3-1 network 

pattern consisting of input layer, hidden layer and output layer. After the network architecture is obtained, the 

process will continue to train and test the network pattern. The process of training and testing this network 

pattern is used to get the best prediction results. 

 

I. Network Training and Testing Process 

 

This stage is a stage that is used to train and test a network that is formed based on network architecture. 

Basically, the work of the ANN method in making predictions will first carry out the process. In this network 

training and testing process, the algorithm used is backpropagation. This algorithm is able to train and test the 

network formed to be able to find the best network pattern and later it will be used in the prediction process. The 

training and testing process can be done using tools on Matlab software. The results obtained in the training and 

testing process can be seen in Table.6 below: 

 

Table 6.  Learning and testing result 

Architectural 

Pattern 
MAPE MSE 

Error 

Persentage 
Accuracy 

Pola 3-3-1 0.1397 13.9681 3.4755 96.5245 

Pola 3-5-1 0.0521 0.0048 0.4832 99.5168 

Pola 3-10-1 0.0163 0.0005 0.0475 99.9525 

Pola 3-15-1 0.0087 0.0001 0.0134 99.9866 

Pola 3-20-1 0.1092 0.0212 2.1244 97.8756 

Pola 3-25-1 -0.0865 0.0133 1.3333 98.6667 

Pola 3-30-1 -0.0799 0.0114 1.1359 98.8641 

Pola 3-35-1 -0.0773 0.0107 1.0651 98.9349 
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Pola 3-40-1 -0.0041 0.0042 0.4238 99.5762 

Pola 3-45-1 0.0071 0.0001 0.0089 99.9911 

 

In Table.6 above, it can be seen that the pattern with the network architecture 3-45-1 is the best pattern for the 

prediction process. The pattern is obtained based on the Main Average Percentage Error (MAPE) of 0.0071, 

Main Squared Error (MSE) of 0.0001, Percentage Error of 0.0089% and the Accuracy Value given at 99.9911% 

of the training and testing processes that have been carried out. 

 

J. Prediction Number of Tourist Visits 

 

After the training and testing process is done and produces the best network architecture pattern, what will be 

done is the prediction process. The prediction process is carried out to get the results of the number of tourist 

visits that will occur in the next period. Prediction results from testing can be seen in Table.7 below: 

 

Table 7.  Prediction result 

Target 
Prediction 

Result 

403099 161150 

46951 187763 

46075 39774 

496125 640619 

18182 315059 

781647 636479 

80238 192494 

902312 738642 

792302 661613 

892322 767472 

889230 788614 

992320 675955 

 

Based on Table.7 above, it can be seen that the ANN method using the backpropagation algorithm is able to 

produce predictive results. These results can be taken into consideration to see an increase and decrease in the 

number of visits that will occur in the province of West Sumatra. These results are obtained by using the matlab 

software tool based on the network pattern obtained previously. The results of the iteration graph during the 

prediction process can be seen in Figure 4 below: 

 

 
Figure 4. Prediction Results Graph 

 

From Figure 4 above, it appears that the prediction process carried out is obtained in the 405 iteration process. 

The iteration is able to find the goals that have been determined as the initial target in predicting the number of 

tourist visits. 

4. Conclusions 
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In this study, the conclusion obtained that by using the Multiple Linear Regression method is able to test the 

validity of the correlation between the variable predictor (X) and the target prediction (Y). From the results 

obtained that the relationship between the visit variable (X1) and inflation (X2) is -0.082. Then the visit variable 

(X1) with the exchange rate (X3) is 0.101 which gets no correlation with the number of visits. And the inflation 

variable (X2) with the exchange rate (X3) obtained by -0.655 also indicates that there is no strong correlation 

between them. 

 

Although between variables (X1), (X2), and (X3) does not prove a strong correlation between them, but these 

variables greatly affect the correlation relationship with the target (Y) of 64.8%. This explains that the 

relationship does not occur as a strong correlation, but rather affects the target (Y). This is because, if an increase 

in inflation value, it will not affect the interest of tourists to visit. 

 

After the MLR method gives the results of the correlation, the ANN method is used in the process of making 

predictions using variables that have been tested before. The prediction process is carried out using the 

backpropagation algorithm. The results obtained that the ANN method is able to forecast the number of tourist 

visits with a Percentage Error value of 0.0089% and an Accuracy Value of 99.9911%. In the end this study was 

able to provide initial information for the West Sumatra provincial government in describing the number of 

tourist visits that will occur in the next time period. 
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