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Abstract— Ground-Glass Opacity (GGO) is an object found in the thorax due to infection. This object interferes with the normal 

function of the thorax in breathing. The characteristic of GGO has slightly lighter turbidity compared to normal thorax tissue on 

radiological images, so it is very difficult to identify it precisely. This study aims to identify the GGO pattern and find the exact area 

of the CT-scan image of COVID-19 sufferers. The data tested were 34 images from 34 different patients. The image was taken using 

CT-Scan equipment with the tube model 46274891G1 axially. Each patient is taken one image with the reading position right above 

the chest using the file format Joint Photographic Experts Group (jpg). An automatic image processing model developed in this study 

uses several interrelated and continuous technical steps; Image Enhancement, Convert to Binary Image, Morphology Operation, 

Image Inverted, Active Contour Model, Image Addition, Convert Matrix to Grayscale, Image Filtering, Convert to Binary Image, 

Image Subtraction and Region Properties. The results of this study can identify GGO in all patient test images, where each patient 

has GGO. The smallest area of GGO was 3.9%, and the highest was 34.2% of the total thorax area. This level of comparison is greatly 

influenced by the severity of the COVID-19 virus patient. This area of GGO weakens the normal function of the thorax in the 

respiratory process of the patient. Thus, this research can be used as a model recommendation in identifying thorax damage due to 

COVID-19 very well in following up on more intensive treatment in the future.   
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I. INTRODUCTION

China's Guangdong Province, the population of China, 

was infected with the Severe Acute Respiratory Syndrome 

(SARS) virus at the end of February 2003. This SARS virus 

is called SARS-CoV, which is a member of the beta sub-
group Coronavirus [1]. At the end of 2019, a new virus 

emerged in Wuhan, China, killing hundreds and infecting 

thousands in just a few days. Then the World Health 

Organization (WHO) named this new virus as Coronavirus 

2019 (2019-nCov). This virus affects respiratory distress and 

acute pneumonia [2]. In 2020, the International Committee 

on Taxonomy of Viruses (ICTV) stated that 2019-nCov is a 

Severe Acute Respiratory Syndrome Coronavirus-2 (SARS-

CoV-2) or Coronavirus 2019 (Covid-19) [3]. COVID-19 is a 

family of Coronavirus from the beta group (β) [4]. 

COVID-19 is a contagious virus that can spread very 

quickly and affect people globally. The virus is transmitted 

from an infected person to another through micron-sized 

droplets from the nose and/or mouth. Spread can occur 

through sneezing, coughing, and talking [5]. Common 

symptoms experienced by sufferers are body temperature 

above 38o C, coughing, and difficulty breathing. This virus 

affects the respiratory tract and creates a layer of lesions in 

the thorax that affects the function of the thorax itself. High 
severity can lead to pneumonia, acute respiratory syndrome, 

and death [6]. 

The test tool commonly used in detecting this virus is 

divided into two categories: anti-gene tests and antibody 

tests. The anti-gene tool is Polymerase Chain Reaction (PCR) 

[7]. The main drawback of this CPR is that it takes a long 

time, so it is inadequate with the number of sufferers [8]. 

Meanwhile, to identify thoracic damage, a scan or imaging 
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of the thorax must be carried out using a Computed 

Tomography CT-Scan [9], because there is a significant 

difference between images of healthy lungs and lungs of 

COVID-19 sufferers [10].  

One indication of damage to the thorax due to COVID-19 

is the appearance of a Ground-Glass Opacity (GGO) object 

[11]. The radiographic image shows that the GGO object is 

brighter than the normal chest tissue object because it does 

not contain air anymore [12]. Several studies published in 

PubMed, Embase (Elsevier), Google Scholar, and the World 

Health Organization (WHO) database contained 88% of 
sufferers who had GGO [13]. As many as 62 patients with 

pneumonia due to COVID-19 in Wuhan, China, 40.3% of 

the thorax contained GGO [14]. Of the 101 cases of COVID-

19 sufferers aged 21-50 years in Hunan China, 86.1% of the 

thorax contained GGO [15]. Based on this research, there are 

physiological changes as an observation of the thorax organ 

for sufferers of COVID-19. 

Radiologists in observing thorax images in COVID-19 

sufferers are still subjective, so the analysis results are still 

biased because they are influenced by the observer's own 

experience [16]. Thus, understanding GGO is still in great 
demand and challenging due to the high variation in texture, 

size, and position accuracy presented in the CT-Scan image. 

GGO boundaries are still difficult to detect because of their 

low contrast and blurry appearance. For this reason, an 

automatic identification model is needed when using CT-

Scan imaging of COVID-19 sufferers. This automatic 

identification will reduce manual involvement [17] so that 

image processing is needed.  

Image processing is a solution that can be used in 

identifying GGO in COVID-19 sufferers. Several studies in 

processing X-Ray images of COVID-19 sufferers, including 
the use of the Convolutional Neural Network (CNN) Method 

with the Inception-Net technique based on Deep Learning, 

can identify negative or positive people with COVID-19 [18]. 

The Deep Neural Network technique of performing binary 

classification can determine positive or negative COVID-19 

sufferers [19]. The ResNet18, ResNet50, SqueezeNet, and 

DenseNet-121 models on the CNN method can identify 

sufferers of COVID-19 [20]. The Transfer Learning Model 

on the CNN Method can automatically detect COVID-19 

sufferers [21]. ResNet50, InceptionV3, and 

InceptionResNetV2 models in the Deep Learning Method 

can automatically detect COVID-19 sufferers [22]. The 
Pipeline for Advanced Contrast Enhancement (PACE) 

model by combining Fast and Adaptive Bidimensional 

Empirical Mode Decomposition (FABEMD) and Contrast 

Limited Adaptive Histogram Equalization (CLAHE) can 

detect lesions in COVID-19 sufferers [23]. 

Several studies in processing CT-Scan images, including 

the Harmony-search and Otsu method on thorax images, can 

detect COVID-19 sufferers [16]. Five models, namely 

AlexNet, VGG16, VGG19, GoogleNet, and ResNet50 on the 

CNN Method, can detect COVID-19 [24]. Deep learning 

methods based on Multi-Objective Differential Evolution 
(MODE) and CNN can classify positive and negative cases 

of COVID-19 sufferers [25]. The Pipeline for Advanced 

Contrast Enhancement (PACE) model by combining Fast 

and Adaptive Bidimensional Empirical Mode 

Decomposition (FABEMD) and Contrast Limited Adaptive 

Histogram Equalization (CLAHE) can detect lesions in X-

Ray images of COVID-19 sufferers [26]. So, in this study, a 

new method is proposed that can be used to automatically 

identify the patterns and extent of GGO on chest CT scans of 

COVID-19 sufferers. This research can be an alternative 

reference in conducting the initial screening process to make 

the right decisions in handling COVID-19 sufferers.  

II. MATERIALS AND METHOD 

In identifying the GGO pattern on CT-Scan images of 

COVID-19 sufferers, several image processing processes are 

carried out. Each stage is interconnected and produces a new 

image that will be used as input for the next stage. The 

process stages in this research consist of Dataset, Image 

Enhancement, Convert to Binary Image, Morphology 

Operation, Image Inverted, Active Countour Model, Image 

Addition, Convert Matrix to Grayscale, Image Filtering, 

Convert to Binary Image, Image Subtraction and Region 

Properties. All stages of the process are carried out on a 
Personal Computer (PC) using the Mathlab R2020b 

Software. The process stages are presented in Fig. 1. 
 

 

Fig. 1 Automatic Model Developed 

A. Input Image 

The input image in this study is secondary data from 

patients who tested positive for COVID-19 sufferers based 

on the results of a swab test and doctor's expertise. The 

patient was scanned using a CT-Scan tool at the Radiology 

Section of the Santa Maria Hospital Pekanbaru. This hospital 

is located in Pekanbaru City, Riau, Indonesia. The number of 

data tested was 34 images from 34 different patients. The 

processed CT-Scan image is an image on the Axial slice 
acquired using a Computed Tomography (CT) tool with tube 

model 46274891G1 with tube serial number 117275BIB. 

Image format in the Joint Photographic Experts Group (jpg). 
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B. Image Enhancement 

At this stage, image contrast enhancement is needed in 

identifying objects in medical images [26]. The algorithm 

used in this model is Contrast Limited Adaptive Histogram 

Equalization (CLAHE). CLAHE is an algorithm used to 
correct low contrast problems in digital images, especially 

medical images. Especially in medical imaging, the results 

of the CLAHE algorithm are better than the Adaptive 

Histogram Equalization (AHE) and Histogram Equalization 

(HE) algorithm [27]. 

The CLAHE algorithm is assigned a clip limit which 

functions to cut certain values on the histogram. This value 

will remove the noise in the histogram, which will be 

smoothed, so it will produce a high contrast level [28]. The 

clip limit value is obtained from the Rayleigh distribution 

process with the equation presented in Formula (1) [29]. 
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Where cl is the clip limit value, clmin is the minimum pixel 

value, DP(f) is the cumulative probability distribution which 

is a non-negative real scalar in determining the distribution 

parameter. Fig. 2 is an illustration of the CLAHE process 

carried out on the image [30]. 

 

Fig. 2 CLAHE Illustration Process 

C. Convert to Binary Image 

This stage converts from a grayscale image to a binary 

image using the thresholding algorithm. Binary image has 

two gray level values, namely black and white. The 

thresholding algorithm uses a threshold value that functions 

to separate the foreground/object from the background so 

that each area does not cover the other. Image pixels that 

have a value that exceeds or less than the threshold value, 

and then the pixels will be grouped into a predefined area 

[31]. Formula (2) is an equation used to convert grayscale to 
binary with the thresholding algorithm [32]. 
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NA is the threshold value, np (x, y) is the pixel value, and ag 

(x, y) is the pixel value generated after the thresholding 
process. Fig. 3 is an illustration of the grayscale to the binary 

conversion process in the thresholding algorithm. 

 

Fig. 3 Illustration of the binary image conversion process 

D. Morphology Operation 

This stage performs a mathematical morphological 

process with the opening operation technique found in 

morphological surgery [33]. This operation requires an 

element structure (strel) to support the algorithm. The type 

of string used is the disk type, whose matrix form is shown 

in Fig. 4. 

 

Fig. 4 Disc Structure Elements 

The opening operation is an erosion operation followed 
by a dilation operation with the same string value. This 

operation is used to eliminate all pixels in an area that is too 

narrow and small in size and provide a smooth surface to the 

object. So that the erosion operation will remove the smaller 

area of the structural elements, and the larger area will be 

smoothed by the dilation operation [34]. The dilation 

equation is presented in Formula (3) [35]. 

 EPEPCIEPCI  )(o  (3) 

Where CI is the object of the test image, EP is a structural 

element, CI ∘ EP is the result of the opening morphology 

process, CI ⊖ EP is a process of erosion operations, and 

(CI⊖EP)⊕ EP is a process of dilation operations. 

E. Image Inverted 

This stage carries out the process of reversing the image's 

pixel value, which results in an image with a negative value. 
Each pixel value is modified by reducing the original 

intensity value to the maximum intensity value. The value of 

each pixel in this process is only 1 bit deep, so the pixel 

value only has two color intensity values, namely 0 (black) 

and 1 (white). This process shows that black and black pixel 

values replace white pixel values are replaced with white. 

The equation of the reverse process is presented in Formula 

(4) [36]. 

 ),(1),( yxRLyxS   (4) 

Where S (x, y) is the result of the reverse process, L is the 
maximum intensity value and R (x, y) is the original 

intensity value. Fig. 5 is an illustration of the inverted 

process carried out on the image. 

 

Fig. 5 Illustration of an inverted image process 

F. Active Contour Model 

This stage is an Active Contour process model, where this 

process forms a closed curve to map the area of an object. 

The area of the curve can move broadly or narrowly. The 

active contour model uses the principle of energy 

minimizing which detects certain objects in the image [37]. 

In Active Contour Model, it will create an initial contour 

around the object, and the curve will shrink according to the 

pattern of the object [38] so that the curve only surrounds the 

object. An illustration of the Active Contour Model is shown 

in Fig. 6. 
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Fig. 6 Illustration of the active contour model process 

Parameters used in Active Contour in determining 

coordinate curve points are presented in Formula (5) [39]. 

  )(),()( slsksac   (5) 

Where k(s) and l(s) are the coordinates of k and l on the 

contour ac and s, which are the index normalization of the 

control point. The energy force function presented consists 

of two components, namely internal and external. The 

internal energy force has a function to make a compact curve 

(elastic force), and its boundaries are very sharp turns 
(bending force). The external energy force causes the curve 

to move only towards the object boundaries. The internal 

energy force as the sum of the elastic energy and flexibility 

energy is presented in Formula (6). 
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Where α is the constant of the elasticity variable, and β is the 

constant of the curvature of the contour curve. Energy 

elasticity and flexibility are presented in Formula (7) and 

Formula (8). Meanwhile, the energy minimization is 

presented in Formula (9) 

   dssvsvaE
s

elastic .)1()(
2   (7) 

   dssvsvsvE
s

bend .)1()()1(
2

    (8) 

           
1

0

1

0

int

*
.)()()(.)( dssvEsvEsvEdssvEE conimagesnakesnake

 (9) 

Where Eint is the internal energy of the curve, Eimage is the 

energy of the image, and Econ is the external energy. 

G. Image Addition 

At this stage, 2 images that have the same matrix are 

added. This process aims to determine a pixel value that is 
only 0 in the same axis position, which will form the edge as 

black. The equation of this operation is presented in Formula 

(10) [40]. 

 ),(2),(1),( yxCIyxCIyxCO   (10) 

Where x is the pixel position value for rows, y for columns, 

CO (x, y) is the result of the addition process. CI1 (x, y) is 

the added pixel value in the first image, and CI2 (x, y) is the 

added pixel value in the second image. An illustration of the 

addition process is presented in Fig. 7. 

 

Fig. 7 Illustration of image addition process 

H. Convert Matrix to Grayscale Image 

At this stage, image normalization is carried out by 
converting the matrix into a grayscale image. The process is 

carried out by scaling the matrix elements using a linear 

transformation, each pixel with the lowest value is converted 

to a value of 0, and the highest pixel value is converted to a 

value of 1. The results of this stage will produce an image 

with a pixel value of double-type data [41]. The equation 

used in this process is presented in Formula (11) [42]. 
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Where GI is the conversion value, CY is the pixel value, 

Ymin is the image minimum pixel value and Ymax is the image 

maximum pixel value. 

I. Image Filtering 

At this stage, noise is removed from the image. The 

algorithm used is a non-linear filter, namely the Median 

Filter algorithm [43]. The process in this algorithm performs 
filtering of the position of the pixel value on all pixel values 

in the image. Pixel position will be shifted sequentially from 

smallest pixel value to largest value. After the position has 

been sorted from smallest to large value, then the pixel value 

is determined in the middle position (media). The median 

pixel value will be the pixel value at the center of the filter 

plane. The equation used is presented in Formula (12) [44]. 
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Where mf (x, y) is the result of the median filter, ksxy is the 

coordinate of the filter and cg (s, t) is the sub-image of ksxy. 

J. Image Subtraction 

This stage performs the image reduction process using 

arithmetic operations. The value of each image pixel is 

reduced by the reducing image pixel value. The equation 

used in the reduction process is presented in Formula (13). 

 ),(2),(1),( yxCIyxCIyxCO   (13) 

Where the variable symbol used is the same as equation (10). 

A process illustration of subtraction is presented in Fig. 8. 

 

Fig. 8 Illustration of image subtraction process 

K. Region Properties 

At this stage, the object labeling process is carried out 

using the region properties (regionprops) function. 

Regionprops is used to measure the set of properties of each 

labeled region in the label matrix [45]. Regionprops can only 

detect white objects, namely pixels with a value of 1 as the 

foreground, while black ones, which have a value of 0 as the 

background [46]. 
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In the regionprops function, an object is assumed to be an 

ellipse so that each object has a major axis length and a 

minor axis length. The value farthest from the centroid to the 

outermost pixel is for the major axis length, while the closest 

distance is to get the minor axis length value [47]. The area 

representation using the ellipse approach is presented in Fig. 

9 [48]. 

 

Fig. 9 Area representation using an ellipse shape approach 

III. RESULT AND DISCUSSION 

In this study, only one test image was presented from 34 

images of patients with COVID-19. This input image is 485 
x 394-pixel size in JPG format. The patient identities 

contained in the image are hidden on display in the article to 

maintain the code of ethics. So that the image presented only 

includes the chest cavity as the outermost boundary, namely 

the image presented in Fig. 10. 

 

Fig. One of the input images for COVID-19 patients 

The input image presented in Fig. 10 cannot be identified the 

objects contained in the thorax because the features of each 

object are not clearly prominent. To accentuate the features, 
an image contrast enhancement is done using the CLAHE 

algorithm. In the CLAHE process, decrease the pixel value 

with low intensity and increase the pixel value with high 

intensity. The results of this process are presented in Fig. 11, 

where a significant change has been made to the gray values 

of each pixel in the image so that objects can begin to be 

identified.  

 

Fig. 11 The result of the image enhancement process 

The next step is to convert the image from the CLAHE 

process into a binary image. This stage performs the 

conversion process using the thresholding Algorithm. The 

value of each pixel is converted to 1 (one) if it has a value 

equal to or higher than the threshold, and the others are 

converted to a value of 0 (zero). The results of this process 

are presented in Fig. 12, where there has been a separation of 

the object as foreground with the background. The result of 
this process is still noise in the image, which is scattered 

randomly and irregularly. 

 
Fig. 12 The result of the conversion process to binary image 

Furthermore, the morphological operation process is 

carried out on the binary image. Morphological operations 

were carried out twice with the Morphological Opening 

technique. The first morphological operation uses a 3 x 3 

disk element (strel) structure. The result of this operation is 

to obtain an object identification image. This image is 

initialized with the Identify Image (OII) object.  
The second morphological operation uses a 15 x 15 disk 

element (strel) structure. The result of this operation is to 

obtain the boundaries of the objects in the image. This image 

is initialized with a Boundary Object Image (BOI). The 

results of this process are presented in Fig. 13.  

 
(a) 

 
(b) 

Fig. 13 The result of the morphological operation process (a) OII image, (b) 

BOI image 

The resulting image is presented in Fig. 13 has eliminated 

noise in the image. After that, it is followed by an inverted 

process to the OII and BOI images. The value of each pixel 

from the image with a value of 1 is changed to 0, and the 

value of 0 is changed to 1. The image produced from this 

process is to emphasizes the objects contained in the image 

even though there are other unwanted objects. The results of 

this process are presented in Fig. 14. 

 
(a) 

 
(b) 

Fig. 14 Inverted process results (a) OII image, (b) BOI image 

The next step is to process the Active Contour Model on 

the two inverted images. The process aims to segment 

objects in the image. The number of iterations performed on 
the image is 400 times for OII image and 800 times for the 

BOI image. The resulting image is in the form of an Area of 

Interest (AoI) from the thorax cavity only, so that the area 

outside the thorax is eliminated. The results of this process 

are presented in Fig. 15.  
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(a) 

 
(b) 

Fig. 15 Process results of the Active Contour Model (a) OII image, (b) BOI 

image 

Furthermore, the process of adding the inverted image 

results with the active contour model image, namely the OII 

image in Fig. 14 (a) with Fig. 15 (a) and the BOI image in 
Fig. 14 (b) with Fig. 15 (b). The value of each pixel will 

change according to the operation 0 added by 0 to 0, 0 added 

by 1 to 1, 1 added by 0 to 1, and 1 added by 1 to 1. The 

results of this process are presented in Fig 16.  

 
(a) 

 
(b) 

Fig. 16 Result of image addition process (a) OII image, (b) BOI image 

The next step is to convert the two matrix values to a gray 

scale. This process aims to bring back the observed objects 

and eliminate other objects. The image generated from this 

process still has noise which is also randomly scattered and 

irregular. The results of this process are presented in Fig. 17. 

 
(a) 

 
(b) 

Fig. 17 Result of convert matrix to grayscale (a) OII image, (b) BOI image 

Noise still exists in the image presented in Fig. 17 

removed by the filtering process. The filter algorithm used is 

the Median Filter with a 5 x 5 filter. The results of this 

process are presented in Fig. 18. 

 
(a) 

 
(b) 

Fig. 18 The result of filtering process (a) OII image, (b) BOI image 

Then the two images are converted back to binary so that 

the objects identified are clearer and less noise. The results 

of this process are presented in Fig. 19. 

 
(a) 

 
(b) 

Fig. 19 The result of the conversion process to binary (a) OII image, (b) 

BOI image 

The next step is to reduce the conversion results to binary 

from the OII image with the BOI image. This process aims 

to further highlight the objects that will be identified in the 

image and eliminate other objects. Only the pixel value at a 

certain position is fixed, that is if the subtraction is 1. Thus, 

the resulting image can be identified every complete object 

with an edge. The results of this stage are presented in Fig. 

20. 

 

Fig. 20 Subtraction image  

The final stage of this model is the process of identifying 

objects using the regionprops function and labeling each 

object. For each identified pixel, the pixel value changes to 

red. Changed pixel color is the object and the edge (edge 

detection) of these objects. These objects are identified as 

GGO. The results at this stage are presented in Fig. 21 

 
(a) 

 
(b) 

Fig. 21 GGO identification image (red color) (a) object (b) edge detetion 

Image shown in Fig. 21 show that the objects in the image 

have been identified very well, so that the pattern from GGO 

can be recognized. The next step is to count the number of 

pixels of objects in the image. The number of pixels to 

determine the thorax area is calculated in the image 

presented in Fig. 19 (b), while the area of GGO is calculated 
in Fig. 21 (a). From the results of this calculation, it can be 

determined the level of comparison of the area of GGO to 

the area of the thorax. The calculation used to determine the 

level of this ratio is the ratio equation presented in Formula 

14. 
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Where the ratio is level of the GGO area to the thorax 

area multiplied by 100%. Based on the results of Formula 14, 

it can be concluded that the greater the value of the GGO 

area, the wider the area of the thorax containing GGO. The 

magnitude of this ratio indicates the higher the severity of 

patients suffering from Covid-19. The results of calculations 

for all patients are presented in Table 1. 

TABLE I 

COMPARISON RATIO OF GGO WITH THORAX 

Image Name 
Area GGO 

(Pixel) 

Area Thorax 

(Pixel) 
Ratio (%) 

Patient_01 14,970 43,650 34.2 

Patient_02 6,693 28,568 23.4 

Patient_03 2,963 34,935 8.4 

Patient_04 6,632 46,776 14.1 

Patient_05 4,057 18,410 22.0 

Patient_06 2,801 36,473 7.6 

Patient_07 4,274 41,522 10.2 

Patient_08 4,774 47,118 10.1 

Patient_09 2,662 25,417 10.4 

Patient_10 3,179 44,254 7.1 

Patient_11 2,595 40,317 6.4 

Patient_12 2,798 40,805 6.8 

Patient_13 8,463 38,377 22.0 

Patient_14 5,767 34,337 16.7 

Patient_15 3,659 47,366 7.7 

Patient_16 2,004 40,980 4.8 

Patient_17 1,217 24,571 4.9 

Patient_18 4,934 32,979 14.9 

Patient_19 5,156 38,136 13.5 

Patient_20 4,231 30,777 13.7 

Patient_21 2,332 41,141 5.6 

Patient_22 1,221 30,902 3.9 

Patient_23 4,000 26,712 14.9 

Patient_24 6,907 43,518 15.8 

Patient_25 4,921 47,171 10.4 

Patient_26 5,209 55,429 9.3 

Patient_27 5,513 41,194 13.3 

Patient_28 1,849 41,200 4.4 

Patient_29 7,411 48,321 15.3 

Patient_30 8,258 48,393 17.0 

Patient_31 1,930 40,987 4.7 

Patient_32 1,570 27,557 5.6 

Patient_33 7,888 24,077 32.7 

Patient_34 2,203 26,357 8.3 

The results of image processing presented in Table 1 state 

that every thorax of a COVID-19 patient has GGO. GGO 

will result in an increased weakening of the function of the 

thorax. The percentage ratio in this study was 3.9% for the 
smallest and 34.2% for the largest. The higher percentage 

value indicates the severity of patients with Covid-19, so 

these patients must receive more intensive treatment. 

 

IV. CONCLUSION 

From the results of CT-scan thorax image processing of 

COVID-19 sufferers, it is concluded that the GGO pattern 

can be identified very well. From the identification results, 

the area of GGO in pixels can be calculated, and the ratio 

between GGO and thorax area. The results of this ratio can 

help doctors make quick decisions in taking appropriate 
treatment actions. 
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