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Abstract  

Anomalies and data unavailability are significant challenges in conducting surveys, affecting the validity, reliability, and 

accuracy of analysis results. Various methods address these issues, including the Backpropagation Neural Network (BPNN) 

for data prediction. However, BPNN can get stuck in local minima, resulting in suboptimal error values. To enhance BPNN's 

effectiveness, this study integrates Genetic Algorithm (GA) optimization, forming the BPGA method. GA is effective in finding 

optimal parameter solutions and improving prediction accuracy. This research uses data from the 2022 National Socio-

Economic Survey (Susenas) in Solok District to compare the prediction performance of BPNN, Multiple Imputation (MI), and 

BPGA methods. The comparison involves training the models with a subset of the data and testing their predictions on a 

separate subset. The BPGA method demonstrates superior accuracy, with the lowest mean squared error (MSE) and highest 

average accuracy, outperforming both BPNN and MI methods. 
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1. Introduction  

Survey data is processed and analyzed to obtain the 

characteristics of a population. The quality of data 

produced from survey activities is often assessed by the 

magnitude of the bias values formed. Bias values can be 

measured accurately if researchers understand the 

sources of error that cause bias, namely data 

unavailability and data anomalies [1]. Data 

unavailability occurs when there is a lack or loss of data 

in a survey dataset [2]. The unavailability of data is 

unavoidable in large-scale surveys [3]. Data anomalies 

in a survey context refer to inconsistent values that 

appear in a dataset. Both can cause errors in creating 

data models, parameter estimates, and forecasting 

results that are not up to standard [4]. 

Several methods that can be used to predict anomalies 

and data unavailability are the MI method [4] and the 

BPNN method [5]. The MI method can be used to 

predict data by making a copy of the data set and 

replacing missing data with estimated values that are 

close to the true values. The MI method is very good for 

use in conditions where missing data meets the 

assumption of missing at random [6]. Missing data 

occurs in control variables and the value of the output 

variable is known. Additional variables used as 

auxiliary variables in predicting missing data must also 

be available. 

The idea of the BPNN method was first put forward in 

1961 [7]. The BPNN method works by minimizing the 

error between the resulting output and the actual target 

[8]. This process is carried out by updating the network 

weights and biases based on the error gradient 

calculated through back-propagation from the output 

layer to the input layer [9]. The BPNN method is able 

to provide the best output prediction value with a small 

average standard error [10]. 

There are two main weaknesses in calculating the 

BPNN method, namely low convergence rate and 

instability [11] This is due to the risk of being trapped 

in a local minimum condition and the possibility of the 

minimum error value being very large. A local 

minimum is a condition where the algorithm will 

choose the lowest value from a certain function interval 

and skip the more optimal value from the entire data 
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function. This method is also computationally time-

intensive. Training the BPNN method network can take 

a long time, especially when using large datasets with 

many attributes. The process of calculating gradient 

values and updating weights at each training iteration 

requires quite large computing resources. 

The risk of overfitting is prone to occur in the BPNN 

method calculations. Overfitting is a condition where 

the network overly imitates the training data and cannot 

generalize well to predictions on new data. This risk can 

occur if the number of hidden layers and neurons is too 

large [12]. If the number of hidden layers and neurons 

is too small, the network is at risk of underfitting 

problems. Both of these things can interfere with the 

calculation performance of the BPNN method. 

To overcome these weaknesses, research was carried 

out to improve the BPNN method using the GA 

algorithm. The GA algorithm is a computational 

method inspired by the theory of evolution and genetics 

in biology [13]. The GA algorithm operates by 

manipulating a set of potential solutions through a 

process of selection, recombination and mutation using 

probability conditions [14]. The GA algorithm can also 

be used to make predictions, but the resulting accuracy 

is not as good as the BPNN method [15]. 

The GA algorithm plays a role in producing optimal 

initial weights and biases in calculating the BPNN 

method [16]. The GA algorithm can also be used in 

selecting initial parameters for calculating the BPNN 

method such as the number of hidden layers, 

momentum value, and learning rate [17]. This improved 

method is able to produce faster training times and a 

smaller number of epochs compared to the regular 

BPNN method [12]. 

Researchers will analyze the performance of the 

improved BPNN method using the GA algorithm in 

predicting anomalies and the unavailability of survey 

data. Researchers used data from the National Socio-

Economic Survey (Susenas) conducted by the Solok 

Regency Central Statistics Agency (BPS) as research 

objects. The Susenas survey activity aims to collect data 

to help formulate public policies and development 

planning [18].  

2. Research Methods 

The research began with data preparation. The data 

from the Susenas results must first be cleaned and 

normalized. Next, predictions of anomalies and data 

unavailability are carried out using three methods, 

namely the BPNN Method, MI Method, and BPNN 

Method enhanced with the GA algorithm (BPGA). This 

method comparison was carried out to see the 

effectiveness of the BPGA method compared to other 

methods. 

2.1 Research Data 

This research uses data from the Susenas March 2022 

BPS Solok Regency. The data has 600 records 

originating from a sample of households in Solok 

Regency. The variable that is the output of the research 

is the Per Capita Income Variable. The data will first be 

divided into 2 groups. The first group is training data 

with a total of 450 records and the second group is 

testing data with a total of 210 records. The group 

division was carried out randomly. 

The data will go through a cleaning and normalization 

stage before predictions are made. Data cleaning is 

carried out to see whether there is empty or duplicate 

data. Empty and duplicate data must be removed from 

the data set because it can cause deviations in the 

analysis results resulting in biased values or wrong 

conclusions [2]. 

Data normalization is the process of transforming data 

into normal form. Data normalization is used to make 

comparisons between data that have different value 

domains [19]. This stage can affect the speed, accuracy 

and learning ability of artificial neural networks. If the 

data has a different range of values, various problems 

will arise such as slow data convergence, unstable 

output results, and local minima [11]. In this research, 

the output variable will be transformed using the 

Sigmoid function. The Sigmoid function will change 

the data into a value range of 0 to 1.  

𝑓(𝑥) =  
0.8  × (𝑥 − 𝑀𝑖𝑛)

(𝑀𝑎𝑥 − 𝑀𝑖𝑛)
 +  0.1                            (1) 

The normalization method that can be used to follow the 

Sigmoid function is the Adjusted Min-Max method as 

in Formula 1. The Maximum Value (Max) and 

Minimum Value (Min) are used as the upper and lower 

limits of the value [20]. Examples of data conditions 

before and after normalization can be seen in Table 1. It 

can be seen that the data is changed according to the 

value range which follows the Adjusted Min-Max 

method. 

Table 1. Example of comparison of initial data and after 

normalization 

No. 
Variabel 

Code 

Initial Data 
Data After 

Normalization 

Data 1 Data 2 Data 3 Data 1 Data 2 Data 3 

1 R105 2 2 2 0,900 0,900 0,900 

2 R1804 77 88 64 0,214 0,232 0,193 

3 R1805 5 5 5 0,900 0,900 0,900 

… … … … … … … … 

37 
Output-  

Capita 
1.744.005 1.042.592 956.195 0,232 0,164 0,155 

2.2 BPNN Method Prediction 

The network structure of the BPNN method consists of 

multiple layers categorized as input layers, hidden 

layers, and output layers [11]. This layered architecture 

allows the neural network to process and learn from 

complex datasets by passing information through 

several transformation stages. The structure of the 

artificial neural network used in this method is 

illustrated in Figure 1. The input layer is the first layer 

of the network, where each neuron represents an input 

feature from the dataset. This layer's primary function 



Gunadi Widi Nurcahyo, Akbari Wafridh, Yuhandri 

Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi) Vol. 8 No. 4 (2024)  

 

This is an open-access article under the CC BY-4.0 license                                                                                 449 

 

is to receive the raw data and pass it on to the hidden 

layers for further processing.  

The hidden layers are the core processing components 

of the neural network. They consist of several 

interconnected processing units known as neurons. 

Each neuron in a hidden layer receives inputs from the 

neurons in the preceding layer (which could be the input 

layer or another hidden layer). The neurons apply 

weights to these inputs, sum them up, and pass them 

through an activation function to produce an output. 

This output is then sent to the neurons in the next layer. 

The hidden layers enable the network to learn and 

model intricate patterns in the data by performing non-

linear transformations. The depth (number of hidden 

layers) and the number of neurons in each hidden layer 

can be adjusted based on the complexity of the problem. 

The output layer is the final layer of the network. It 

receives inputs from the last hidden layer and applies 

weights and an activation function to produce the final 

output. The number of neurons in the output layer 

typically corresponds to the number of desired output 

variables [9]. 

 

Figure 1. The basic structure of the BPNN Method  

The BPNN method comprises four main stages: the 

Initialized Parameters Stage, the Feed-forward Network 

Stage, the Backpropagated Error Stage, and the 

Iteration Stage [7]. In the Initialized Parameters Stage, 

the initial training parameters are determined. These 

parameters include the initial weight values, the number 

of hidden layers, and the bias values. The initial 

network weights are randomly assigned in the range of 

0 to 1 for each input variable. 

The Feed-forward Network Stage begins with input 

data entering the network and propagating through the 

hidden layers to the output. The hidden layers contain 

multiple neurons that are interconnected. Each neuron 

calculates an output value based on the input it receives 

and the associated connection weights. 

After the neuron values in the hidden layers are 

calculated, an activation function is applied to map the 

input received by each neuron to the output that will be 

transmitted to the next neuron. This function introduces 

a non-linear element to the neural network, enabling it 

to model complex relationships between inputs and 

outputs. The choice of activation function depends on 

the problem's nature and specific preferences. Common 

activation functions include the Sigmoid/Logistic 

function, Hyperbolic Tangent/Tanh function, and 

Rectified Linear Unit (ReLU) function. Each activation 

function has unique characteristics and impacts on 

network performance. Therefore, selecting the 

appropriate activation function is crucial for achieving 

good results in BPNN method network training. 

In the backpropagated error stage, the error value 

between the real output target and the calculation results 

of the previous stage is calculated. The iteration stage 

updates the weights and biases based on error gradients 

calculated iteratively. The repetition process is carried 

out until a certain epoch value is reached or when the 

accuracy target has been achieved. The goal of 

repetition is to get the smallest difference between the 

output produced by the network and the actual target 

value. 

Calculations use the R programming language with the 

Neuralnet library. To see the effect of initial parameter 

values on network effectiveness, artificial neural 

network training was carried out four times with 

different learning rate parameter values, namely 0.01, 

0.03, 0.05, and 0.08. The number of hidden layers is 

determined as 5. 

2.3 MI Method Prediction 

The MI method uses an iterative process to obtain 

appropriate prediction data. There are three stages in 

calculating the MI Method [21]. The first stage is model 

formation. Build statistical models that can explain the 

relationship between variables related to missing data 

and other variables. This model can be a Regression 

Model, Linear Model, or other model that suits the 

characteristics of the data. The second stage is repeated 

imputation. Missing data will be replaced with 

estimation results generated from the model. This 

process is carried out several times to produce several 

complete datasets. The third stage is combined analysis. 

This stage carries out an analysis of each data set in full. 

The results of the analysis on each data set are then 

combined using combining rules to produce final results 

that take into account the uncertainty of data 

imputation. 

There are several weaknesses that need to be considered 

in calculating the MI method. First, some predictive 

variables may be missing from the imputation 

procedure. This occurs when the prediction variables 

used to perform the imputation procedure also 

experience missing data. Second, the data distribution 

is not normal. The MI method requires the assumption 

that the data has a normal distribution. Data that is not 

normally distributed will produce biased values which 

will greatly influence the results of the analysis. Third, 

the assumption of the unavailability of MAR data is not 

met. The MI method can provide inappropriate results 

due to large bias values. Fourth, computing process 
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problems. This method requires large computational 

calculations. Some algorithms require repeated 

calculations to produce the best value. 

This method's calculations use the Mice library in the R 

language. Different from the previous method, this 

method requires the output variable in the testing data 

to be empty. Next, the Mice Function will be run to 

make predictions on the empty data. To see the 

influence of parameters, predictions were carried out 

three times with different numbers of imputation 

parameters, such as 5, 15, and 30. 

2.4 GA Algorithm 

GA algorithm applies the principle of survival of the 

fittest and considers the collection of solutions as a 

population. Populations will continue to evolve with 

various forms of genetic operations such as selection, 

crossover and mutation. Evolution aims to eliminate 

solutions that have poor fitness values and search for 

optimal solutions that meet the requirements [9]. 

 

Figure 2. BPGA Method Flow 

Genetic Algorithms have strong flexibility and 

extensive optimization capabilities. This is because this 

algorithm does not have special limitations and 

requirements for its use. These advantages make 

Genetic Algorithms widely used in various fields such 

as optimization, neural network training, pattern 

recognition, and time series data prediction. 

Genetic Algorithms have proven to be useful in the field 

of classification. This is due to the ability of this 

algorithm to explore large and complex search spaces 

to produce optimal solutions [22]. Genetic Algorithms 

are also able to avoid being trapped in local optima. 

Searching for solutions in Genetic Algorithms uses 

genetic selection and recombination mechanisms that 

allow variation in the solution population. Various 

possible solution areas can be covered and potentially 

better solutions can be found. 

2.5 BPGA Method Prediction 

The BPGA method combines Genetic Algorithms (GA) 

and Backpropagation Neural Networks (BPNN) to 

optimize the selection of input variables for producing 
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accurate output values. This method uses the best 

feature selection approach, meaning that not all 

variables will be involved in constructing the artificial 

neural network. Instead, the GA algorithm selects the 

most significant variables, and the BPNN method acts 

as the fitness function within the GA algorithm [22]. 

The flow diagram of the BPGA method is illustrated in 

Figure 2. The process begins with data cleaning and 

normalization, followed by determining the initial 

parameters for the GA algorithm, including the number 

of chromosomes and the dataset size for calculating the 

fitness function in both the BPNN method and the final 

BPNN method. Chromosomes, represented as binary 

numbers, symbolize the use of variables in the neural 

network architecture. 

The subsequent stage involves running the GA 

algorithm's fitness function, which generates fitness 

values for each chromosome. Each chromosome has a 

unique network architecture with a varying number of 

input variables. The Mean Squared Error (MSE) 

obtained from testing the BPNN method is calculated 

for each network architecture and used as the fitness 

value of each chromosome. 

Chromosome selection is based on these fitness values, 

with selected chromosomes undergoing crossover with 

other chromosomes to form new ones. Some 

chromosomes undergo mutations in certain genes, 

resulting in a new generation of chromosomes. This 

iterative process repeats until the chromosome with the 

best fitness value across all generations is identified. 

The variable arrangement of this optimal chromosome 

is then used for calculating the final BPNN method, 

yielding the final prediction results. 

This method's calculations utilize the GA library and 

the Neuralnet library in R. Initially, the fitness function 

for the GA algorithm is defined, where the MSE from 

BPNN method predictions serves as the fitness value. 

The GA algorithm's optimization process identifies the 

best variables influencing the output, which are then 

employed in building the final artificial neural network 

using the BPNN method. In the BPGA method, the 

BPNN parameters include five hidden layers and a 

learning rate of 0.03. 

3.  Results and Discussions 

The results of experiments carried out using the three 

methods are shown in Table 2. The effectiveness of the 

three methods was tested using the MSE value and 

average accuracy of the testing data. The BPGA method 

was proven to have the best value among the three 

methods, with an MSE value of 0.002439 and an 

average accuracy of 83.69. The best BPNN method 

calculation results obtained an MSE value of 0.003351 

with an accuracy value of 81.70. The best MI method 

calculation gets an MSE value of 0.003885 and an 

accuracy of 80.10.  

Table 2. Comparison of Prediction Method Results 

Method Parameter MSE 
Average 

Accuracy (%) 

 BPNN 

Learning Rate: 0.01 0.003143 80.68 

Learning Rate: 0.03 0.003351 81.70 

Learning Rate: 0.05 0.003529 81.12 

Learning Rate: 0.08 0.006329 76.17 

MI 

Imputation: 5 0.003961 80.10 

Imputation: 15 0.003903 79.79 

Imputation: 30 0.003885 79.63 

BPGA Learning Rate: 0.03 0.002439 83.69 

Changing the learning rate parameters in the BPNN 

method does not affect the effectiveness of the artificial 

neural network. This can be seen from the MSE value 

which does not always decrease when the learning rate 

value is lowered. Determining the correct BPNN 

parameter values needs to be done by trial and error. 

Apart from that, it is possible to get a better value if the 

number of hidden layers is also changed. Parameter 

changes in the MI method were proven to have an effect 

on the MSE value, although the direction was reversed 

and the change in the MSE value was not significant. If 

the number of imputations is increased, the MSE value 

actually gets worse. 

Based on the tests carried out, the BPGA method only 

requires 20 of the 36 input variables to predict results. 

The number of variables that must be considered in 

monitoring anomalous data is greatly reduced. Of 

course, this becomes much easier. The BPGA method 

is used to check data anomalies by looking at the 

difference between the actual output and the predicted 

results. If the difference in values is too large then it is 

likely that the data is anomalous data. This is because 

the predicted results is considered the normal condition 

of the training data population. By using an accuracy 

limit of 70%, the testing data that indicated anomalies 

based on the BPGA method was 32 out of 210 records. 

The lowest accuracy value is 40.10. Data indicated as 

an anomaly has an average accuracy of 60.89. 

The distribution of predicted output data relative to 

actual values is illustrated in Figure 3. The X-axis 

represents the actual per capita values, while the Y-axis 

represents the predicted values. The precision line in the 

graph indicates the ideal scenario where predicted 

values perfectly match actual values (Y = X line). The 

BPGA method's precision line is closest to this ideal 

line, indicating superior accuracy compared to the other 

methods. 
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Figure 3.  Data Distribution of Method Prediction Results 

For actual values within the range of 0 to 0.4, all three 

methods show relatively centred predictions around the 

real values. However, for values outside this range, the 

BPGA method maintains better accuracy with smaller 

errors. For instance, with an actual output value of 0.9, 

the BPGA method predicts 0.8, which is significantly 

closer to the actual value than the BPNN method's 

prediction of 0.68 and the MI method's prediction of 

0.36. This demonstrates that while all methods exhibit 

some degree of prediction error, the BPGA method 

consistently provides more accurate predictions, 

especially for values outside the central range. This 

indicates the BPGA method's robustness and 

effectiveness in handling a wider range of data, making 

it a more reliable choice for predicting anomalies and 

data unavailability in survey data. 

4.  Conclusion 

Based on research conducted on Solok Regency BPS 

Susenas 2022 data, the BPGA method has the best 

predictive effectiveness value. This is indicated by the 

lowest MSE value obtained at 0.002439 and an average 

accuracy of 83.69. Researchers can use this method 

better than the BPNN Method or MI Method in 

overcoming the problems of anomalies and data 

unavailability. The performance of the BPNN method 

can be improved with the GA algorithm by selecting 

several of the best variables rather than using all 

variables as input variables. This improved method will 

be more useful for large data, having many input 

variables and unknown correlation patterns between 

variables. This improved method should not be used on 

little data or not too many input variables. If the 

correlation pattern between variables is known and it is 

clear to see its influence on the output variable, it is 

better to use other methods such as regression. 

The data that the author uses in this research is Susenas 

data which is still raw and still in an unprocessed 

condition. This research was conducted to assist the 

data processing stage in searching for anomalous and 

unavailable data so as to produce clean data. If the goal 

is to predict data in order to get better accuracy values, 

it is best that the data used has been processed first. 

In future research, it is considered for looking at the 

influence of other parameters besides learning rate such 

as the number of hidden layers and maximum epoch in 

getting more optimal results. Improvements to the 

BPGA method with approaches other than variable 

selection could also be considered. Apart from that, 

there are many other methods that can be combined to 

improve the BPNN method besides the GA algorithm 
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