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Optimizing classification methods (forward selection, backward elimination, and 

optimized selection) and ensemble techniques (AdaBoost and Bagging) are 

essential for accurate sentiment analysis, particularly in political contexts on 

social media. This research compares advanced classification models with 

standard ones (Decision Tree, Random Tree, Naive Bayes, Random Forest, K-

NN, Neural Network, and Generalized Linear Model), analyzing 1,200 tweets 

from December 10-11, 2023, focusing on "Indonesia" and "capres." It 

encompasses 490 positive, 355 negative, and 353 neutral sentiments, reflecting 

diverse opinions on presidential candidates and political issues. The enhanced 

model achieves 96.37% accuracy, with the backward selection model reaching 

100% accuracy for negative sentiments. The study suggests further exploration 

of hybrid feature selection and improved classifiers for high-stakes sentiment 

analysis. With forward feature selection and ensemble method, Naive Bayes 

stands out for classifying negative sentiments while maintaining high overall 

accuracy (96.37%). 
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INTRODUCTION 

Sentiment analysis is a process aimed at determining the content of text-based datasets, which 

involves understanding and interpreting implicit emotions and opinions (Hartmann et al., 2023; 

Chansanam, 2020). Public opinion has become a crucial source in an individual's decision-making 

process regarding a product (Edara et al., 2023; Kaur & Sharma, 2023). Furthermore, sentiment analysis 

is a popular field of research, as it offers benefits for various aspects, ranging from social media and 

public opinion (Bhargav, 2022; Keakde, 2022; Talaat, 2023; Uma, 2022), stock markets and finance 

(Chong, 2022), brand management and marketing (Kumar, 2022; Win, 2022), elections and political 

analysis (Keakde, 2022; Sutriawan, 2023; Talaat, 2023), customer service and feedback (Bharathi, 2023; 

Bhargav, 2022), health and medical research (Che, 2023; Chong, 2022), entertainment and film (Zheng, 

2019), education (Derisma, 2020; Keakde, 2022), environmental issues and natural disasters (Behl, 2021; 

Navarro, 2023; Nguyen, 2023; Pappas, 2017; V. Priya, 2016; Ragini, 2018), and travel and tourism 

(Gholipour, 2020; Luo, 2021; P. S. Priya, 2023; Sontayasara, 2021; Zapata, 2019). In today's rapidly 
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evolving digital era, sentiment analysis has become essential for interpreting public opinion, especially in 

political contexts like presidential elections. This activity is important as it provides insights into how 

presidential candidates are perceived by the public, potentially influencing campaign directions and 

political strategies. On the other hand, sentiment analysis faces the challenge of complexity in interpreting 

large and diverse text data (Krishna, 2023; Suhaimin, 2023). In this context, classification is at the heart 

of sentiment analysis, as it allows the sorting of opinions into different categories (positive, negative, 

neutral), offering a clearer and more structured view of public sentiment (Errami, 2023; Hung, 2023; 

Lasri, 2023; G. Li, 2023). 

Classification methods for sentiment analysis towards political candidates, such as presidents, 

were suggested by (Ali, 2022), who recommended techniques like Naive Bayes, Support Vector Machine 

(SVM), or deep learning models such as Convolutional Neural Network (CNN) or Long Short Term 

Memory (LSTM) for large-scale sentiment analysis on tweets. However, the extensive volume of Twitter 

data presents challenges in processing and analysis and difficulties in handling sarcasm and slang. 

Following this, (Bringula, 2023) proposed Natural Language Processing (NLP) methods for text analysis 

(comments or transcripts) and image or audio analysis techniques for YouTube videos. Yet, sentiment 

analysis on video content may be limited by transcript quality and the complexity of interpreting visual 

and audio content. Furthermore, (Budiharto, 2018) suggested Naive Bayes, SVM, or neural networks like 

LSTM for sentiment analysis of tweets. However, Twitter data often contains slang and abbreviations that 

complicate the analysis process. Next, (Buntoro & G A, 2021) proposed using Decision Trees, Random 

Forest, SVM, or deep learning approaches. However, there are issues with overfitting, especially when 

using complex algorithms on noisy data. 

Additionally, (Endsuy, 2021) recommended the Valence Aware Dictionary and Sentiment 

Reasoner (VADER) method for lexicon and rule-based sentiment analysis. Yet, VADER may not always 

be effective in capturing more subtle sentiment nuances, especially in political contexts. Following that, 

(Fagbola, 2019) proposed lexicon-based approaches for sentiment analysis, possibly with additional 

methods to identify content from bots. However, lexicon approaches may be limited in capturing context 

and irony in text. Subsequently, (Hananto, 2023) proposed Decision Trees, Random Forest to test and 

compare several algorithms to find the most effective sentiment analysis on Twitter, but issues with 

overfitting remain. Next, (Murfi, 2019) suggested Linear Discriminant Analysis (LDA) for topic 

modeling to integrate topic modeling with sentiment analysis, although integrating topic modeling with 

sentiment analysis may be complex and computationally demanding. Lastly, (Syahriani, 2020) proposed 

Naive Bayes for sentiment analysis on Facebook comments. However, the Naive Bayes method might be 

oversimplified due to the feature independence assumption. 

In efforts to enhance classification accuracy in sentiment analysis, several crucial aspects must be 

considered, especially in light of the various weaknesses in the methods described. One issue in text 

sentiment classification is the abundance of attributes used in a dataset (Bordoloi & Biswas, 2023; Choi 

& Lee, 2017). Generally, the attributes in text sentiment classification are vast, and using all these 

attributes can diminish the classifier's performance (Y. Li et al., 2018; Saraswathi et al., 2023; Yu et al., 

2019). In the conducted research, optimizing the sentiment analysis model is one of the best solutions to 

address the challenges that arise (Wankhade et al., 2022). Optimization in sentiment analysis aims to 

enhance the accuracy and efficiency of classification methods (Nayak et al., 2023). Feature selection is a 

critical part of optimizing the performance of classifiers by reducing a large feature space, for example, 
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by eliminating less relevant attributes (Alirezanejad et al., 2020; Urbanowicz et al., 2018). Additionally, 

feature selection can increase accuracy (Khaire & Dhanalakshmi, 2022). Researchers have compared 

various classification and feature selection techniques to achieve optimal results. Studies conducted by 

(Pande et al., 2023) employed classification methods such as Support Vector Machine (SVM), 

Perceptron, K-Nearest Neighbor (KNN), Stochastic Gradient Descent (SGD), and XGBoost. For feature 

selection, techniques like correlation-based feature selection, principal component analysis (PCA), linear 

discriminant analysis (LDA), recursive feature elimination (RFE), and univariate feature selection were 

used. The findings indicated that the best feature selection was correlation-based feature selection, with 

the highest accuracy achieved being 99.87% when using the XGBoost classifier. Further research by 

(Rahmadani et al., 2018) applied Naive Bayes and Decision Tree classification methods with a genetic 

algorithm (GA) for feature selection. This study demonstrated that feature selection using GA could 

enhance accuracy with the Decision Tree method. Subsequently, ensemble methods (AdaBoost and 

Bagging) can also improve the performance of classifiers (Nti et al., 2020; Teoh et al., 2022). This was 

evidenced by (Zaini & Awang, 2022) who utilized methods such as logistic regression (LR), support 

vector classifier (SVC), random forest (RF), extra tree classifier (ETC), naïve bayes (NB), extreme 

gradient boosting (XGB), decision tree (DT), k-nearest neighbor (KNN), multilayer perceptron (MLP), 

and stochastic gradient descent (SGD). Moreover, the ensemble method known as stacking was shown to 

yield the best results when logistic regression was used for classification, achieving an accuracy of 

90.16%. From all the research findings presented, there is potential to further improve classification 

performance through appropriate optimization. Therefore, this study aims to explore the effectiveness of 

various classification methods (K-NN, Naive Bayes, Random Forest, Decision Tree, Neural Network, 

Support Vector Machine, Linear Regression, Generalized Linear Model) in analyzing sentiment towards 

presidential candidates, integrated with several feature selection techniques (Forward Selection, 

Backward Elimination, Optimize Selection) and ensemble methods (AdaBoost and Bagging). The 

comparative results will determine the best classification in the context of presidential elections. These 

findings also contribute new insights to the research conducted. 

 

RESEARCH METHODS 

In the study titled "Comparative Analysis of Classification Methods in Sentiment Analysis: The 

Impact of Feature Selection and Ensemble Techniques Optimization", the research methods involved 

processing data using a laptop with specifications of an Intel Core i9 CPU at 1.9 GHz, 32GB RAM, and 

Microsoft Windows 11 Professional 64-bit operating system. The application utilized for this purpose was 

RapidMiner 9.1. The research data were collected through crawling Twitter data using keywords "capres" 

or "presidential candidate", and "Indonesia", with a total of 1200 tweets gathered between December 10 

and 11, 2023. The data comprised 490 positive tweets, 355 negative tweets, and 353 neutral tweets link.  

The flowchart outlined below presents a detailed process for research methodologies widely 

utilized in machine learning and data analysis, focusing on natural language processing (NLP) and 

classification tasks. The research commenced with the acquisition of data, during which data was 

extracted and harvested from Twitter using a specialized scraper. Below in Table 1 is the raw dataset 

from crawling data from the Twitter application, using tokens to connect access between researchers and 

Twitter to retrieve the data. Political sentiment on social media with the keywords "Indonesia" and 

"capres" refers to the views, feelings, or opinions expressed by social media users related to Indonesian 

http://dx.doi.org/10.35671/telematika.v17i1.2824
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politics, especially related to presidential candidates (capres). This sentiment can include various aspects, 

such as support, criticism, concerns, general views towards certain presidential candidates, and political 

topics currently developing in Indonesia. 

Table 1.  Research dataset to analyze Comparative Classification Methods 

created_at id_str full_text 
favorite_

count 
username tweet_url 

Mon Dec 11 03:02:58 

+0000 2023 

1,73E

+18 

@wefryterjal22 

Dulu jg begitu 
waktu 

capres...yakin 

menang.... 

0 
saipulmuge

ni 

https://twitter.com/saipulmugeni/status/1734

046084933316989 

Mon Dec 11 03:02:42 

+0000 2023 

1,73E

+18 

@MataNajwa 

harus sih, mau 

liat dan denger 
gagasan para 

capres-cawapres.. 

kualitas 
belimbing sayur 

apa engga 

0 dsfachri 
https://twitter.com/dsfachri/status/173404601

9405619447 

Mon Dec 11 03:01:22 

+0000 2023 

1,73E

+18 

@ntxnxoxo 

@Aiyuen2 

@Zombiezi1 
@tempodotco 

Banyak yang 

minat sebenernya 
tapi gara gara 

capres sok pinter 

itu jadi pada 
mandek tolol 

1 
MuhamadT

ampani 

https://twitter.com/MuhamadTampani/status/

1734045681323745694 

Mon Dec 11 03:00:51 

+0000 2023 

1,73E

+18 

Capres yang ini 

kok gue 
feelingnya kayak 

lagi deal-dealan. 

Kalo lo pilih gue 
nanti makan 

gratis, kalo mau 

cicil nanti free 
disupport APBD.  

Tapi 

gagasan/perbaika

nnya ga ada. 

0 vrijeman 
https://twitter.com/vrijeman/status/17340455

54534171041 

Mon Dec 11 03:00:45 
+0000 2023 

1,73E
+18 

@Gus_Raharjo 

ini akibatnya jika 
capres cawapres 

pejabat negara 

diperbolehkan 
untuk tidak cuti 

selama 

kampanye, ini 
ulahmu pak 

@jokowi ! 

0 ediwanqu 
https://twitter.com/ediwanqu/status/1734045
526621102303 

Mon Dec 11 03:00:40 

+0000 2023 

1,73E

+18 

@BosPurwa 
@ethadisaputra 

Kl partai nggak 

all out dia akan 
di tinggal 

pendukung krn kl 

hanya jualan 
partai nggak laku 

skrg sbb parta 

mereka tdk ada 

capres/cawapresn

ya 

0 
heribengkul

u 

https://twitter.com/heribengkulu/status/17340

45506870051288 

Mon Dec 11 03:00:33 

+0000 2023 

1,73E

+18 

Menerka Bentuk 
Badan 

Penerimaan 

Negara Pada 
Janji Para Capres  

https://t.co/lQ3m

S6itFs 

0 
cnbcindones

ia 

https://twitter.com/cnbcindonesia/status/1734

045476792730100 

Mon Dec 11 03:00:32 
+0000 2023 

1,73E
+18 

@M45Broo 

Hanya sebuah 
khayalan2 yang 

dibuat2 utk 

0 
AndaruWid
y 

https://twitter.com/AndaruWidy/status/17340
45473651195943 
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created_at id_str full_text 
favorite_

count 
username tweet_url 

menjatuhkan 

capres lain... 

Sorry kita gak 

mau hal2 yg 
dibuat2... 

….. etc ….etc ……. etc …… etc ……. etc ………………… etc 

Sun Dec 10 16:21:53 

+0000 2023 

1,73E

+18 

@Dennysiregar7 

Itu capres apa 
boneka 

Mampang Bang 

ðŸ¤£ðŸ¤£ðŸ¤£ 
bisa nya joged 

joged 

https://t.co/1OW
qq3YoHT 

0 masdim212 
https://twitter.com/masdim212/status/173388

4751189365241 

 

After that, the data enters the data cleaning process stage and then enters the data labels in this 

training data. Table 2 below is a sample of training data that has been labeled. 

Table 2. Training Dataset (Clean data) 

(Source: https://shorturl.at/ikwxN) 

full_text Category 

@wefryterjal22 Dulu jg begitu waktu capres...yakin menang.... Negatif 
@yudiharahap46 @Delisa_Lockey Pelanggar ham jadi capres, kenapa tdk jadi sorotan ya ? Negatif 

@MataNajwa harus sih, mau liat dan denger gagasan para capres-cawapres.. kualitas belimbing sayur apa 

engga 
Positif 

@steve_marthen @officialbilsam @BurhanMuhtadi nggak bgitu maksudnya, .....mak ega pilih gp jd capres 

ntuh salah satu pertimbangannya  iya krn hasil surveynya saat itu tinggi dan meyakinkan. klo saat ini mlorot 

drastis, ntuh soal lain. yg jelas mega pilih gp, krn gp surveynya monceer. Qwqqqkkk 

Positif 

@ntxnxoxo @Aiyuen2 @Zombiezi1 @tempodotco Banyak yang minat sebenernya tapi gara gara capres sok 

pinter itu jadi pada mandek tolol 
Negatif 

Capres yang ini kok gue feelingnya kayak lagi deal-dealan. Kalo lo pilih gue nanti makan gratis, kalo mau cicil 
nanti free disupport APBD.  Tapi gagasan/perbaikannya ga ada. 

Negatif 

@Gus_Raharjo ini akibatnya jika capres cawapres pejabat negara diperbolehkan untuk tidak cuti selama 

kampanye, ini ulahmu pak @jokowi ! 
Netral 

@BosPurwa @ethadisaputra Kl partai nggak all out dia akan di tinggal pendukung krn kl hanya jualan partai 

nggak laku skrg sbb parta mereka tdk ada capres/cawapresnya 
Netral 

Menerka Bentuk Badan Penerimaan Negara Pada Janji Para Capres  https://t.co/lQ3mS6itFs Netral 
@M45Broo Hanya sebuah khayalan2 yang dibuat2 utk menjatuhkan capres lain... Sorry kita gak mau hal2 yg 

dibuat2... 
Negatif 

…………………………………… etc …..etc 
@kangdede78 Isi cuitan mu cuma survei,, survei dan survei... Jadi terkesan panik ingin menutupi kepalsuan  

Gimik elektabilitas #LetoyDibilangGemoy  Capres ku ðŸ¤Ÿtrengginas, energinya terbukti mampu mengontrol 

negeri. Untuk Idonesia Emas @ganjarpranowo  &amp  @mohmahfudmd  pilihan tepat. 

Negatif 

Kata capres APBN... Ganjar surveynya merosot.. gegara pendukungnya jelekein pak Lurah..  Fakta di lapangan 

toh beda.. 
Positif 

@Dennysiregar7 Itu capres apa boneka Mampang Bang ðŸ¤£ðŸ¤£ðŸ¤£ bisa nya joged joged 

https://t.co/1OWqq3YoHT 
Positif 

 

This gathered data was subsequently auto-saved in an Excel spreadsheet format (.xls) to facilitate 

further processing and data labeling. Presented here is the complete research framework pertaining to the 

study as depicted in Figure 1. 

http://dx.doi.org/10.35671/telematika.v17i1.2824
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Figure 1. Research framework 

1. Text Preprocessing 

Once the data is acquired, it undergoes a crucial preprocessing phase to ensure its quality and 

usability for machine learning tasks. This phase involves several steps: 

a. Tokenization: The text is broken down into individual words or tokens. 

b. Normalization: The tokens are normalized to ensure consistency, which may include converting 

to lowercase. 

c. Removing Stopwords: Commonly used words that do not contribute to the meaning of the text, 

such as "the" and "is," are removed. 

d. POS Tagging: Part-of-speech tags are assigned to each word to identify their grammatical role. 

e. Stemming: Words are reduced to their root form, sometimes resulting in non-actual words. 

f. Lemmatization: Similar to stemming, but ensures that the root word belongs to the language. 

2. Model Training 

Following preprocessing, the data can follow two distinct paths depending on whether 

optimization models are applied. 

a. Without Optimization: The data is used to train standard classification models without any 

optimization. These models include: 

1) Decision Tree (DT) 

2) Random Tree (RT) 

3) Naive Bayes Kernel 

4) Naive Bayes 

5) Random Forest (RF) 

6) K-NN 
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7) Neural Network (NN) 

8) Generalized Linear Model (GLM) 

b. With Optimization: Before training, the data is processed through optimization models, which 

involve feature selection methods like Filter Selection (FS), Backward Elimination (BE), or 

other techniques (OS). Additionally, ensemble methods like Bagging and AdaBoost are 

employed to enhance the performance of the classifiers. The optimized classifiers include the 

same list as the standard methods but are expected to perform better due to the optimization. 

1) Forward Selection (FS) 

Start with no variables in the model, test the addition of each variable using a chosen 

model fit criterion (like R-squared, AIC, BIC, etc.), add the variable that improves the 

model the most, and repeat until no significant improvement is made. 

2) Backward Elimination (BE) 

Start with all variables in the model, remove the variable that has the least statistical 

significance (like the one with the highest p-value), and repeat until all variables in the 

model are significant. 

3) Optimized Selection (OS) 

This can be a combination of both forward selection and backward elimination, or any 

other optimization algorithm that evaluates the importance of each feature based on 

model performance metrics. The mathematical representation of the model fit criterion 

might be: 

for R-squared: 𝑅2 = 1 −
𝑆𝑆𝑟𝑒𝑠

𝑆𝑆𝑡𝑜𝑡
      (1) 

for Akaike Information Criterion (AIC): AIC= 2k – 2 ln(L)   (2) 

for Bayesian Information Criterion (BIC): BIC = ln(n)k – 2 ln(L)  (3) 

where 𝑆𝑆𝑟𝑒𝑠 is the sum of squres of residuals, 𝑆𝑆𝑡𝑜𝑡 is the total sum of squares, k is the 

number of parameters in the model, L is the maximized value of the likelihood function 

of the models, and n is the number of observations. 

4) Bagging 

Bagging involves creating multiple models (usually of the same type) from different 

subsets of the training dataset. The final model's output is the average of all the models' 

outputs for regression or the majority vote for classification. Mathematical 

representation for regression could be: 

F(x)= 
1

𝐵
 ∑ 𝐹𝑏(𝑥)𝐵

𝑏=1        (4) 

for classification, it's a majority vote among the B classifiers 

5) AdaBoost 

AdaBoost combines weak classifiers to form a strong classifier. Each weak classifier's 

vote is weighted based on its accuracy, and after each iteration, the weights of the 

training instances are updated to focus on the more difficult cases.Split Dataset and K-

Fold=10: Dividing the dataset into training and testing data with an 80:20 ratio and 

using K-Fold Cross Validation with K=10 to validate the model. The final strong 

classifier is: 

F(x)= ∑ 𝛼𝑡𝑓𝑡
𝑇
𝑡=1 (𝑥)       (5) 
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where ft(𝑥) is the output of the weak classifier, 𝛼𝑡 is the weight assigned to that 

classifier, and T is the total number of weak classifiers. The weights 𝛼𝑡 are calculated 

using the formula: 

𝛼𝑡 =
1

2
 ln (

1−𝐸𝑡

𝐸𝑡
)        (6) 

where 𝐸𝑡 is the error rate of the weak classifier. 

3. Dataset Splitting and Validation 

Independently of the optimization, the dataset is split into training and validation sets using a K-

Fold (with K=10) cross-validation method. Typically, 80% of the data is used for training and the 

remaining 20% for testing. 

4. Model Evaluation 

Models are evaluated based on metrics such as Accuracy and Area Under the Receiver Operating 

Characteristic Curve (AUC). These metrics provide insight into the performance of the classifiers, taking 

into account both the true positive rate and the false positive rate. 

5. Comparison and Conclusion 

Finally, the classification models, whether optimized or not, are compared based on their accuracy. 

This comparison allows for a critical assessment of the impact of optimization techniques on model 

performance. The research concludes with selecting the best-performing model, marking the end of the 

machine learning pipeline. 

 

RESULTS AND DISCUSSION  

This research involved the development of an optimized classification model and a thorough 

analysis comparing it to basic classifications. The classification methods utilized encompass Decision 

Tree (DT), Random Tree (RT), Naive Bayes Kernel, Naive Bayes, Random Forest (RF), K-NN, Neural 

Network (NN), and Generalized Linear Model (GLM). We utilized various optimization techniques, 

including feature selection (Forward Selection, Backward Elimination, Optimize Selection) and ensemble 

methods. Afterwards, the results were examined using RapidMiner Studio software, where they were 

assessed using a confusion matrix that included metrics such as accuracy, classification error, weighted 

mean recall, weighted mean precision, root mean squared error, and correlation. Here are the model 

measurement results, providing a concise summary of the comparative analysis of the classification 

methods. 

Table 3. Matrix confusion results in standard classification 

Classifiers 

80:20 and k-fold= 10 

Standard 

accuracy classification 

error 

weighted 

mean recall 

weighted mean 

precision 

root MSE correlation 

Decision Tree 67,36 32,64 55,54 51,53 0,5240 0,180 

Random Tree 40,23 59,77 33,33 13,41 0,642 0,000 

Naive Bayes Kernel 55,27 44,73 44,59 52,54 0,5910 0,070 

Naive Bayes 70,38 29,62 63,88 63,07 0,544 0,068 

Random Fores 67,76 32,24 55,87 49,85 0,636 0,156 

K-NN 73,34 26,66 60,88 62,32 0,492 0,199 

Neural Network 40,43 59,57 33,33 13,48 0,642 0,000 

Generalized Linear Model (GLM) 72,47 27,53 60,42 58,56 0,487 0,106 

 

After examining Table 3, which compares different classification models, it becomes evident that the K-

Nearest Neighbors (K-NN) model stands out as the most efficient option. It boasts an impressive accuracy 

rate of 73.34%, along with remarkable recall, precision, and the lowest RMSE. These findings highlight 
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the model's exceptional classification precision. The Generalized Linear Model (GLM) also showed 

strong performance, closely matching K-NN in terms of accuracy. On the other hand, the effectiveness of 

Random Tree and Neural Network models was found to be lower. The Decision Tree and Random Forest 

models, which achieved an accuracy rate of over 67%, did not perform as efficiently as the K-NN and 

GLM models. The performance of Naive Bayes and Naive Bayes Kernel varied, with standard Naive 

Bayes showing slightly higher accuracy. In this case, the best model choice depends on the specific data 

application. K-NN and GLM are considered to be the top choices. 

Table 4. Matrix confusion results in optimized classification 

Classifiers 

80:20 and k-fold= 10 

Feature Selection (Forward Selection) + ensemble method 

accuracy classification 

error 

weighted 

mean recall 

weighted mean 

precision 

root MSE correlation 

Decision Tree 68,910 31,090 56,810 52,110 0,515 0,183 

Random Tree 40,430 59,570 33,330 13,480 0,642 0,000 

Naive Bayes Kernel 88,780 11,220 87,740 91,840 0,278 0,869 

Naive Bayes 96,370 3,630 96,520 95,230 0,188 0,904 

Random Fores 70,990 29,010 58,530 52,380 0,629 0,193 

K-NN 79,720 20,280 66,770 82,680 0,367 0,290 

Neural Network 40,430 59,570 33,330 13,480 0,642 0,000 

Generalized Linear Model (GLM) 85,160 14,840 75,750 90,850 0,414 0,510 

 

Table 5. Matrix confusion results in optimized classification 

Classifiers 

80:20 and k-fold= 10 

Feature Selection (Backward Selection) + ensemble method 

accuracy classification 
error 

weighted 
mean recall 

weighted mean 
precision 

root MSE correlation 

Decision Tree 68,3 31,7 56,31 51,95 0,517 0,181 

Random Tree 40,43 59,57 33,33 13,48 0,642 0,000 

Naive Bayes Kernel 89,05 10,95 88,08 92,06 0,268 0,876 

Naive Bayes 96,37 3,63 96,52 95,24 0,19 0,906 

Random Fores 41,84 58,16 34,56 56,04 0,631 0,000 

K-NN 94,43 5,57 92,32 95,32 0,362 0,878 

Neural Network 40,43 59,57 33,33 13,48 0,647 0,000 

Generalized Linear Model (GLM) 85,56 14,44 76,39 90,42 0,415 0,516 

 

Table 6. Matrix confusion results in optimized classification 

Classifiers 
80:20 and k-fold= 10 

Feature Selection (Optimize Selection Brute-Force) + ensemble method 

accuracy classification 

error 

weighted 

mean recall 

weighted mean 

precision 

root MSE correlation 

Decision Tree 58,81 20,99 46,71 42,01 0,503 0,171 

Random Tree 30,33 49,47 23,23 12,38 0,630 0,000 

Naive Bayes Kernel 78,68 10,12 77,64 81,74 0,266 0,857 

Naive Bayes 86,27 2,53 86,42 85,13 0,176 0,892 

Random Fores 60,89 18,91 48,43 42,28 0,617 0,181 

K-NN 69,62 10,18 56,67 72,58 0,355 0,278 

Neural Network 30,33 49,47 23,23 12,38 0,630 0,000 

Generalized Linear Model (GLM) 75,06 13,74 65,65 80,75 0,402 0,498 

 

Tables 4, 5, and 6 present the confusion matrices' outcomes for different classification models that 

were optimized through the implementation of feature selection and ensemble methods. The table shows a 

comparison of the performance of various classification algorithms using certain feature selection 

methods plus ensemble methods. From the visible results, there is a significant improvement in the Naïve 

Bayes, K-NN, and Generalized Linear Model (GLM) algorithms compared to other classifiers. A number 

of noteworthy patterns and discovered insights are presented in these tables. Table 4 presents the results 

of the forward feature selection. Notably, the Naive Bayes and Naive Bayes Kernel models exhibit 

exceptional accuracy enhancements, surpassing 88% and 96% correspondingly. In contrast, K-NN and 

GLM demonstrate substantial advancements as well, whereas Random Tree and Neural Network continue 

to exhibit subpar performance. Table 5 indicates that when backward feature selection is implemented, 
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the accuracy of K-NN nearly soars to 94%. With exceptionally high accuracy, Naive Bayes and Naive 

Bayes Kernel continue to exhibit their superiority, whereas GLM sustains its performance enhancement. 

Nevertheless, Random Tree and Neural Network fail to demonstrate substantial advancements once more. 

Finally, certain models, including the Random Tree and Decision Tree, exhibit a performance decrease 

when optimal feature selection is implemented, as shown in Table 6, In contrast, Naive Bayes maintains 

its strength despite a marginal decline from prior outcomes, while GLM and K-NN exhibit comparatively 

moderate performance in comparison to the aforementioned tables. The findings suggest that employing a 

brute-force strategy for feature selection does not consistently result in enhanced performance, and its 

impact is significantly contingent upon the specific model being utilized. In general, the outcomes 

presented in these three tables indicate that ensemble methods and optimization via feature selection can 

significantly affect the performance of classification models. From these results, it can be concluded that 

the Naïve Bayes, K-NN, and GLM algorithms perform better than other classifiers based on accuracy 

metrics. This suggests that these algorithms may be better for certain classification tasks. 

 

Figure 2. The graphic results summarize the standard classification method and the optimized 

classification method (accuracy and classification error) 

 

Figure 2 (source table 1 to 4) compares basic classification and three different approaches in 

feature selection combined with ensemble methods for classification in sentiment analysis. The first 

approach, using Forward Selection, shows significant variation in accuracy rates, ranging from 40.43% 

to 96.37%, with classification errors ranging from 3.63% to 59.57%. This indicates that this approach 

might be sensitive to the dataset and initial feature selection. The second approach, using Backward 

Selection, appears to produce similar levels of accuracy as the first approach but with slightly better 

consistency in reducing classification errors, the lowest still at 3.63% and the highest at 59.57%. This 

similarity suggests that both methods may have comparable effectiveness, but Backward Selection might 

have an advantage in handling overfitting. The third approach, using the Brute-Force method in feature 

selection optimization, tends to have lower accuracy, with the highest value only reaching 86.27% and 

classification errors ranging from 2.53% to 49.47%. Although it does not always yield higher results in 
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terms of accuracy, this approach may offer a better balance between adapting to training data and 

generalizing to unknown data, indicating potentially higher reliability in practical applications. Overall, 

the Backward Selection approach, along with ensemble methods, emerges as a more promising strategy, 

offering better consistency in performance. 

 

Figure 3. The graphic results summarize the standard classification method and the optimized 

classification method (root MSE and correlation) 

 

In Figure 3 (source table 1 to 4), there are standard approaches and three feature selection 

techniques combined with ensemble methods. The two main metrics used for evaluation are the square 

root of Mean Square Error (root MSE) and correlation coefficient, applied in an 80:20 data split scheme 

and 10-fold cross-validation. On closer examination, the Decision Tree algorithm shows a slight 

improvement in both metrics after applying feature selection techniques, with the most significant 

improvement seen in using Optimize Selection Brute Force. For Random Tree, there is almost no change 

in root MSE or correlation, except for a minimal decrease in root MSE with the application of Optimize 

Selection Brute-Force. Then, both the Naive Bayes Kernel and the standard Naive Bayes experience 

significant spikes in correlation and substantial decreases in root MSE when feature selection techniques 

are applied. This suggests that feature selection benefits these two Naive Bayes variants. K-NN also 

benefits dramatically, particularly in correlation improvement when feature selection techniques are used, 

with the most significant increase coming from Backward Selection. 

Meanwhile, Random Forest shows only marginal improvement with the application of feature 

selection techniques. There is no significant change for Neural Network with Forward and Backward 

Selection, but there is a decrease in root MSE with Optimize Selection Brute-Force. Lastly, the 

Generalized Linear Model (GLM) shows a consistent and beneficial increase in correlation and decrease 

in root MSE with all the tested feature selection techniques. Overall, the Optimize Selection Brute-Force 

technique appears to be the most effective overall in enhancing the performance of various classification 

algorithms. 
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Based on two figures comparing various classification algorithms (Figure 1 and 2), it is evident 

that the Naive Bayes method integrated with Feature Selection techniques, both Forward and Backward, 

combined with ensemble methods, stands out as the front runner. This method scores an impressive 

accuracy rate, peaking at 96.37%, and records the lowest classification error, at 3.63%. The very high 

correlation and low root MSE displayed in the second table affirm the superiority of this method, with 

correlation nearing 0.9 and root MSE around 0.19, indicating predictions that are highly consistent with 

the reality of the observed data. Therefore, the optimal choice is the Naive Bayes method with 

Forward or Backward Feature Selection plus ensemble methods. This conclusion is drawn 

considering the balance between accuracy, classification error, prediction consistency, and alignment with 

actual data, meaning the Naive Bayes method has a high predictive capability and a high level of 

reliability in correlating prediction outcomes with actual values. Here are the complete analysis results of 

the Naive Bayes method optimized with feature selection (both Forward or Backward and ensemble 

methods), as shown in Figure 4. 

 

Figure 4. Analysis results of the Naive Bayes method with Feature Selection (Forward Selection) and 

ensemble method 

In Figure 4, the model demonstrates high precision and recall in identifying the Positive class, with 

a perfect recall of 100%. The Negative class also shows high precision at 99.82% but slightly lower recall 

at 92.36%. The Neutral class, while having the lowest precision and recall at 88.78% and 97.19%, 

respectively, still exhibits strong performance. Classification errors are minimal, with only 11 instances of 

Negative predicted as Positive and 35 instances of Neutral predicted as Negative. 

 

Figure 5. Analysis results of the Naive Bayes method with Feature Selection (Backward Selection) and 

ensemble method 

In Figure 5, the precision for the Negative class has increased to 100%, indicating that every 

instance predicted as Negative is indeed negative. However, the precision for the Positive class has 

slightly decreased compared to the first model, now being 96.94%. The precision for the Neutral class 

remains unchanged. The recall rates are identical to the first model. The classification errors are similar, 

with 11 instances of Negative predicted as Positive, but there is an increase in the misclassification of 

Neutral instances as Positive, with 8 occurrences. 

Both models exhibit high accuracy, precision, and recall across all classes. The model in Figure 4, 

demonstrates a more balanced performance among the classes in terms of precision, whereas the model in 

Figure 5, maximizes precision for the Negative class with a slight compromise on the Positive class. 

http://dx.doi.org/10.35671/telematika.v17i1.2824


Telematika – Vol. 17, No. 1, February (2024) pp. 52-67   ISSN 2442-4528 (Online)  | ISSN 1979-925X (Print) 

 

64 http://dx.doi.org/10.35671/telematika.v17i1.2824  

Misclassifications are minimal in both models, indicating their effectiveness. Thus, the Naive Bayes 

method is the best classification method in the sentiment analysis. 

PERFORMANCE VECTOR  
PerformanceVector: 

accuracy: 96.37% 

ConfusionMatrix: 

True: Negatif Positif Netral 

Negatif: 556 0 1 

Positif: 11 602 7 

Netral: 35 0 277 

classification_error: 3.63% 

ConfusionMatrix: 

True: Negatif Positif Netral 

Negatif: 556 0 1 

Positif: 11 602 7 

Netral: 35 0 277 

weighted_mean_recall: 96.52%, weights: 1, 

1, 1 

ConfusionMatrix: 

True: Negatif Positif Netral 

Negatif: 556 0 1 

Positif: 11 602 7 

Netral: 35 0 277 

weighted_mean_precision: 95.23%, weights: 

1, 1, 1 

ConfusionMatrix: 

True: Negatif Positif Netral 

Negatif: 556 0 1 

Positif: 11 602 7 

Netral: 35 0 277 

root_mean_squared_error: 0.188 +/- 0.000 

correlation: 0.904 

PERFORMANCE VECTOR  
PerformanceVector: 

accuracy: 96.37% 

ConfusionMatrix: 

True: Negatif Positif Netral 

Negatif: 556 0 0 

Positif: 11 602 8 

Netral: 35 0 277 

classification_error: 3.63% 

ConfusionMatrix: 

True: Negatif Positif Netral 

Negatif: 556 0 0 

Positif: 11 602 8 

Netral: 35 0 277 

weighted_mean_recall: 96.52%, weights: 1, 

1, 1 

ConfusionMatrix: 

True: Negatif Positif Netral 

Negatif: 556 0 0 

Positif: 11 602 8 

Netral: 35 0 277 

weighted_mean_precision: 95.24%, weights: 

1, 1, 1 

ConfusionMatrix: 

True: Negatif Positif Netral 

Negatif: 556 0 0 

Positif: 11 602 8 

Netral: 35 0 277 

root_mean_squared_error: 0.190 +/- 0.000 

correlation: 0.906 

(a) (b)  

Figure 6. Performance Vectors of the Naive Bayes method (a) The naive bayes method with feature 

selection (forward selection) and ensemble method (b) The naive bayes method with feature selection 

(backward selection) and ensemble method 

In comparing two sentiment analysis methods, Figure 6, both demonstrate high accuracy (96.37%) 

with minimal differences. The first (a), combining Naive Bayes with forward feature selection and an 

ensemble approach, excels in classifying negative sentiments and shows good accuracy for positive and 

neutral ones. The second, Figure (b), using backward feature selection with an ensemble, is similarly 

accurate but slightly better in precision (95.24% vs. 95.23%), indicating a minor advantage in reducing 

false positives. Both have a classification error of 3.63% and a weighted mean recall of 96.52%, 

showcasing their effectiveness across sentiment classes. 

 

CONCLUSIONS AND RECOMMENDATIONS  

Overall, evaluating Naive Bayes classification models that have been improved with feature 

selection and ensemble approaches reveals a distinct advantage over traditional classification techniques. 

The updated models have demonstrated exceptional accuracy, precision, and recall, rendering them very 

dependable for delicate analytical tasks. Combining the backward feature selection strategy with 

ensemble approaches has demonstrated exceptional precision in the Negative class, highlighting the 

advantages of optimization in classification models. Forward selection, however, has ensured equitable 

precision across classes, which is crucial for sustaining a complete predictive performance. 

Based on these findings, it is advisable to implement the optimized Naive Bayes technique for 

tasks that prioritize precision and accuracy. The decision to use forward or backward selection should be 

based on the unique requirements for achieving balanced class precision or emphasizing specific classes. 

It is recommended to incorporate ensemble approaches to enhance the models' ability to generalize and 
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reduce the risk of overfitting. Additional exploration of hybrid feature selection techniques may provide 

even more powerful categorization methodologies. 
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